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Abstract

Recent theoretical work on bureaucratic responsiveness to legislative preferences has stressed agency design as a mechanism to reduce the costs that legislators face in direct oversight of delegated authority. Yet, there have been only limited explorations on how such institutional designs influence the production of state regulatory policy outputs (Hunter and Waterman 1996).  This question is particularly important in light of the recent devolutionary trends in regulatory policy that place greater responsibility in the hands of state policy makers.  Accordingly, in this paper I investigate how state legislatures affect bureaucratic outputs by limiting agency discretion through procedural designs.  I capitalize on the appealing range of political and institutional design variation across the states and use state air pollution control to explore the regulatory consequences that design choices have on state air program implementation.  I portray state regulatory officers as motivated actors in constraining environments comprised of three components: problem identification (bureaucratic resources), motivating factors (political demand and policy task factors), and discretionary environment (agency design).  I measure the regulatory officer's discretionary environment by considering the procedural requirements for issuing enforcement actions.  Other variables include political demand factors including legislative, gubernatorial, interest group, and federal pressures as well as several measures of policy task factors within the state.  Using the design parameters mentioned above, I test hypotheses on the mediating impact of these discretionary limits on state actors' influence over annual environmental abatement actions.  I use ARCH models to test the effects of design on both the level and variance of regulatory outputs.  The results suggest that design is political and serves the purposes of its legislative architects.  Through design, legislators can influence both the level and variability of regulatory enforcement actions.
Introduction

Recent theoretical work on bureaucratic responsiveness to legislative preferences has stressed ex ante agency design as a mechanism to reduce the costs that legislators face in direct oversight of delegated authority (Bawn 1995; Epstein and O'Halloran 1994, 1999; Huber and Shipan 2000; McCubbins, Noll, and Weingast 1987, 1989).  Generally, these theories suggest that legislators are able to encourage (or discourage) bureaucratic responsiveness by appropriately designing an agency's structures and procedures in order to reap desired policy benefits.  While there has been a good deal of recent research on the connections between legislative preferences and the design of bureaucratic structure and procedure (Balla 1996, Huber, Shipan and Pfahler 2001; Spence 1997; Potoski 1998, 1999; Reenock 2001) there have been only limited explorations on how such institutional designs mediate legislative preferences in the production of state regulatory policy outputs (Hunter and Waterman 1996).  As a result, while we understand that legislators seek to influence bureaucratic behavior through design, we know less about the policy implications of these designs once they are in place.  

This question is particularly important in light of the recent devolutionary trends in regulatory policy that place greater responsibility in the hands of state policy makers.  Accordingly, in this paper I investigate how state legislatures affect bureaucratic outputs by limiting agency discretion through procedural designs.  

I capitalize on the appealing range of political and institutional design variation across the states and use state air pollution control to explore the regulatory consequences that design choices have on state air program implementation.  I portray state regulatory officers as motivated actors in constraining environments comprised of four components: problem identification (bureaucratic resources), motivating factors (political demand and policy task factors) and discretionary environment (agency design).  I consider an original measure of state regulatory agency design -- the procedural requirements required to issue an enforcement action.  Other variables include political demand factors including legislative, gubernatorial, interest group, and federal pressures as well as several measures of policy task factors within the state.  

I test hypotheses on the mediating impact of discretionary limits on state actors' influence over regulatory outputs.  I operationalize regulatory outputs as state air pollution control yearly abatement activities.  I focus on these acts since they are politically controversial and generally are initiated at the lowest levels of the bureaucratic structure and are therefore exactly the type of activity over which motivated politicians will seek influence.  I test for both the direct and mediating effects of design on the influence that state actors have on agency outputs.  I retrieved EPA-collected data on state regulatory outputs between 1995-1999, as reported in their Integrated Data for Enforcement Analysis (IDEA) database.  I use ARCH models to test the effects of design on both the level and variance of regulatory outputs.  The results suggest that design is political and serves the purposes of its legislative architects.  Through design, legislators can influence both the level and variability of regulatory enforcement actions.

State Regulatory Outputs

The regulatory responsibilities that the states have acquired over the last few decades have been accompanied by a good deal of discretion.  It is widely acknowledged in the literature that the states vary in their policy development and implementation of environmental policy.  This variation ranges over several dimensions including: decisions over adopting primacy for federal programs (Crotty 1987), spending and overall program strength (Bacot and Dawes 1997; Hays, Esler and Hays 1996; Lester 1980; Lester et al. 1983; Lowry 1992; Ringquist 1993), and implementation and enforcement patterns (Davis and Davis 1999; Hedge, Scicchitano, and Metz 1991; Hunter and Waterman 1996; Lester and Bowman 1989; Lombard 1993; Potoski 1998, 1999; Wood 1991, 1992).  

State enforcement patterns, generally assessed as the number of inspections and abatement actions, are responsive to a variety of state and federal factors.  Traditional approaches explain differences in state regulatory policy outputs by emphasizing: liberal governors and legislatures (Davis and Davis 1999; Wood 1992), state economic constraints (Hunter and Waterman 1996; Scholz and Wei 1986; Wood 1992), organized interests (Davis and Davis; Scholz and Wei 1986; Wood 1992), bureaucratic task factors (Wood 1992), federal pressures in the form of grants and preemptive enforcement (Lombard 1993; Wood 1992). 

Researchers have devoted less attention, however, to the legislative use of agency design to encourage agency responsiveness, focusing instead on the ex post control technologies of resource control (i.e. manipulations of budgets and personnel).  Of the few studies that have investigated design’s influence on responsiveness, most have either used very broad “agency type” 
 measures that assess the agency’s macro-organizational structure (Hunter and Waterman 1996) or considered the discretion granted to agencies in the policy production phase (Potoski 1998; 1999).  However, while the regulatory officer’s immediate environment, the norms, rules, and procedures that condition the discretion with which they carry out their duties (Brudney and Hebert 1987; Elling 1992; Miller 1987; Wamsley and Zald 1973; Wilson 1989), may exert influence on regulators’ behavior, few comparative investigations have considered the role that agency design plays in the policy implementation phase of producing regulatory outputs.  

  This is surprising given that the states offer a fertile area of institutional variation as well as a superior setting in which to test the expectations of transaction cost theory with regard to regulatory responsiveness.  However, collecting detailed agency design characteristics at the state level is a resource-intense initiative that has no doubt had an impact on researchers considering state-level studies of agency responsiveness.  The absence of such data has handicapped efforts to fully respond to Wood and Waterman’s challenge (1991) to investigate the specific determinants of political control over bureaucratic agencies.  

Agency Design in Regulatory Outputs:  Design’s Invisibility
Why should research on state regulatory outputs consider the role of design?  Work in agency theory suggests that political actors will attempt to use ex ante design mechanisms to structure regulatory outputs by constraining regulatory officers’ behavioral options (Bawn 1995; Epstein and O'Halloran 1994, 1999; Huber and Shipan 2000; Huber, Shipan and Pfahler 2001; McCubbins, Noll, and Weingast 1987, 1989).  By imposing institutional structure and procedures, legislators can direct agent behavior in such a way to produce the desired social outcomes or at least limit the range of potential possibilities (i.e. imposing discretion).  It is this manipulation of structures and procedures that can lead to agencies being more or less responsive.  

It is important to include agency design in state bureaucratic responsiveness models for several reasons.  First, agency design is a policy choice in its own right.  To neglect design in policy output models is to neglect a political decision that can mediate social outcomes.  Design elements dictate who can participate in regulatory politics, the rules that they must follow and the realm of possible interactions among actors.  Second, design is an alternative avenue for political influence.  State legislators may be especially prone to experiment with varying levels of agency discretion given state differences in issue salience and complexity, legislative informational bases and political resources.  Not only is it a cheap and efficient influence technology in its own right, but also it is quite less politically visible than budgetary debates and allows legislators an important alternative path toward bureaucratic influence.  

Important in the mix of justifications for why legislators may use design as a tactical tool to gain input in state regulatory affairs is design’s relatively obscure nature.  State legislators in less receptive political conditions may seek more clandestine influence mechanisms such as agency design, which alter minor details in agency procedures.  Agency design remains fairly unobserved by both the public and even the EPA in its review of a state’s program adequacy.  In its review of each state's SIP, the EPA primarily considers financial resources, the program’s personnel capacity and the time schedule with which a state plans to meet certain regulatory deadlines.  While the EPA keeps a fairly close eye on resources by requiring reports or “bean counting” on state personnel and financial capacity, EPA regional officers yield little attention to the details of agency structure and procedures that also influence enforcement.  

As a result, the structures and procedures through which regulatory officers carry out actions out in the field remain largely a state-dominated decision, leaving the states a large degree of discretion in designing their implementing agencies.  Consequently, ex ante design may not only afford legislators a cheap and relatively efficient control technology in regulatory affairs, but also a more elusive means of gaining influence over bureaucratic outputs.  Agency design may be exactly where state legislators can operate to gain influence in regulatory affairs without the interference of the EPA.  This influence through design could alter discretionary environments to either increase or decrease overall regulatory activity or to dampen the amount of variation in agency activities, producing a greater degree of predictability in regulatory affairs – a benefit legislators in uncertain conditions would particularly appreciate.

Motivated Actors in Constraining Environments

The theoretical perspective that I employ considers motivated regulatory officers constrained by their environments.  Considering the immediate environment moves emphasis away from previous models in which a state produces a regulatory outcome and instead focuses on this process from the regulators' perspective.  Shifting to this perspective is more theoretically appealing given that it allows us to appreciate design's role in shaping regulatory officers' actions.
  This perspective considers three components to the regulatory officer's immediate environment: motivating factors, problem identification and discretionary environment.  Each of these four components gives form to the environment that influences a regulatory officer’s behavior.  

Regulatory officers, as discussed earlier, are motivated by various factors including political and economic demands such as the pressures from legislators or the governors office, interest groups, and even the EPA.  Bureaucratic task factors as well condition the workload that regulators face.  A regulator's motivating factors therefore are those pressures from political actors and policy area specifics that form the underlying pressure for a regulatory officer to act against non-compliant entities.  

Previous treatments of bureaucratic responsiveness have considered an agency's resources, either in the form of budgets, personnel or inspections accomplished.  It is these resources that enable regulatory officers to carry out inspections, review reports and conduct the necessary follow-up to identify instances of noncompliance that may exist.  It is these resources that fall under what I am calling problem identification.  

The literature on bureaucratic responsiveness is composed almost entirely of the two components:  motivating factors and problem identification.  However, these areas tell only part of the story.  To complete the picture of the regulatory officers' environment, research must include those constraints derived from the legislative creation of the agency's various formal institutional arrangements that circumscribe regulatory officer's discretionary environment.   Regardless of the resources that they may have at their disposal and the various motivating factors that come to bear on them, regulatory officers will be constrained by the discretion afforded to them by design. 

Together these three components yield a portrait of the motivations and constraints that make up the regulatory officer's immediate environment.  Driven by various motivating factors, officers employ their agency's resources to increase their probability of observing noncompliant entities, or problem detection.  Once they have detected a noncompliant entity they operate within their respective discretionary environments, as dictated by the agency's design, and pursue regulatory actions against those non-compliant entities.  The end of this process is the regulatory output. 

The effects of an increased discretionary environment on regulatory outputs may have three possible effects.  First, increased regulatory discretion could directly influence outputs by allowing regulatory officers the ability to pursue increased activity with the diminished threat of political interference from above.  Given the regulatory officers are best-characterized not as political ideologues but rather as professionals seeking to fulfill their job responsibilities (Hunter and Waterman 1996), it is likely that the absence of political interference will encourage officers to pursue enforcement more rigorously, simply by removing procedural barriers.  Therefore I expect:

H1:  The level of regulatory outputs will increase as decision-aggregating procedures increase regulatory officers' discretion.

Agency design will also indirectly impact regulatory outputs by mediating the influence that political actors have on regulatory officers.  Efforts to influence an agency's outputs by a legislature or a governor can either be facilitated or frustrated by the agency's design, as was intended by the enacting coalition.   Certain political actors may benefit from the influence that particular designs afford them, while others will be handicapped by the very same structures and procedures.  This differential in bureaucratic influence will result in the production of political outputs distinct from what they may have been under different institutional situations.  For example, the impact of a legislature seeking to encourage more active enforcement in an agency will be amplified in the presence of designs that decrease the amount of political insulation between that legislature and the agency.  Therefore, I expect that design’s second effect on regulatory outputs will be its mediating impact on political actors' influence.  The indirect effect will be observed in the external political actors' influence on regulatory outputs.  

H2:  The influence of the governor and the legislature on regulatory outputs will increase as decision-aggregating procedures restrict regulatory officers' discretion.

The discretionary environment afforded by the agency's design may also influence the variability, or the predictability, of regulatory outputs.  Design was initially conceived as a tool that would allow risk-adverse legislators a tactical advantage to introducing predictability into the regulatory process (McCubbins, Noll and Weingast 1987).  In addition, we know that the personal attitudes of field officers will be more likely to play a role in output production when discretion is high (Hedge, Menzel Williams 1988).  Therefore legislators must ask whether the designs that encourage discretion among regulatory officers also encourage more variability in their eventual outputs (Hunter and Waterman 1996; Hutter 1989; Potoski 1998, 1999).

A de-centralized, loosely integrated agency will have several veto/clearance points and will produce “considerable variation in the degree of behavioral compliance among implementing officials and target groups . . .” (Sabatier and Mazmanian 1981, 12).  Implementing officials in such an agency will be less likely to fall in line with centralized agency policy and will be more able to resist any top-down imposition of such policy from political appointees and upper level civil servants.  As the discretion afforded to regulatory officers to take an enforcement action is pushed further down an agency's vertical chain of command, the number of veto points decreases, affording greater discretion to regulatory officers.  Just as more discretion in the policy production phase of the policy process leads to greater variation in policy outputs (Potoski 1998, 1999), greater discretion in the issuance of enforcement actions may produce similar variability in outputs.  Therefore I expect that:

H2:  The variation of regulatory outputs will increase as decision-aggregating procedures increase regulatory officers' discretion.

Research Design

 To explore the hypotheses proposed above, I investigate the direct effects of design on output levels and test the impact of design on the variability of agency outputs.  I consider agency outputs for each of the 50 states pooled over the period 1995-1999.  To test the base model and the direct effects of design on output levels, I model regulatory actions using cross-sectional time-series data and estimate an autoregressive model with panel corrected standard errors to account for heteroskedasticity and error correlations across the panels (Beck and Katz 1995).

To test the expectations that design will affect the variability of enforcement outputs, I estimate an autoregressive conditional heteroskedastic (ARCH) model.
  ARCH models are used to consider time series, as well as cross-sectional time-series in which the variance of the series is conditioned either on time or a substantive variable.  In this regard, ARCH models are appropriate for this investigation because not only do they allow estimation of an autoregressive element, but also they allow for the inclusion of substantive variables such as the agency’s procedural requirements to be directly modeled into the variance equation.  

Testing design's three expected impacts on an agency's regulatory outputs is straightforward.  Motivating factors and problem detection are expected to have direct effects on regulatory outputs and are included in the main part of the model.  I test for the main and mediating effect of a regulatory officer's discretionary environment by including the variables along with an interaction between the main discretionary variables and the appropriate political variables in the main model.  Last, to test the impact of design on the variability of regulatory outputs I enter the discretion variables directly into the variance equation estimate its effects.  

With regard to level, the results of the ARCH model are interpreted as an OLS regression.  Each unit change in the independent variables in the level model induces a one-unit change in the dependent variable.  The influence of the variables in the variance equation, on the other hand, is less intuitive.  These coefficients assess the multiplicative heteroskedasticity present in the model and either contribute to or reduce the error variance of the annual regulatory actions.

Dependent Variable

 I measure each state air pollution control agency’s regulatory outputs by the annual abatement activities produced between 1995-1999.  I use EPA-reported output data.  Previous research utilized state enforcement data that was reported to and collected by the EPA (Davis and Davis 1999; Hunter and Waterman 1996; Lombard 1993; Wood 1992).  Therefore to be comparable to previous studies, I use enforcement data that the states reported to the EPA.  This data is stored in the EPA's Aerometric Information Retrieval System Facility Subsystem (AFS).  At a minimum, this database contains information on state-initiated activities against stationary sources that include all major sources, synthetic minors, operating NESHAP sources, NSPS sources, and other sources receiving administrative orders or civil referrals (EPA Memorandum 1993).  In particular this database includes state actions taken against Significant Violators and, as of April 1999, High Priority Violators
, as defined by the EPA.     

From this database, I analyze the annual number of abatement actions, which includes all notices of violation, administrative orders, as well as both civil and criminal referrals.
  I refer to this data as EPA-reported data, given that I retrieved this information directly from the EPA’s AFS database.  This data was available for all fifty states across each of the years between 1995-1999.

On average the states conducted approximately 482 level two inspections per year, with a median of 342 inspections.  This variable differs over a wide range with Vermont conducting the least amount of annual level two inspections in a given year with 25, compared to the highest number of 3034 inspections conducted in Pennsylvania.  Yearly abatement activities closely resemble the pattern of monitoring activities with the average state taking 76 annual abatement actions, while the median number of actions taken was closer to 39.  In a few years, some states like North Dakota and Wyoming took no formal actions, while states like California, Texas and New Jersey generally led the nation with the most annual abatement actions.
  

Motivating Factors

To test the impact of motivating factors on outputs I consider several factors prevalent in the literature including: political-economic, interest group, bureaucratic task, and federal factors.  

Political-Economic Factors.  Regulators are responsive to both the political and economic pressures in their state.  This responsiveness is witnessed by regulatory officers' reaction both to changes in political leadership and to economic downturns, suggesting that bureaucrats are willing to express sensitivity to the desires of their political principals and the clientele that they serve.  This section discusses these pressures and the expectations that each will have upon regulatory outputs. 

Political models of regulatory enforcement suggest that ideological and partisan differences on regulatory policy modify state enforcement activities (Lester and Keptner 1984).  The expectation is that democratic legislators and governors are more likely to encourage regulators to be more active in pursuing compliance through traditional enforcement tactics.  Indeed, state regulatory programs in both air pollution control (Wood 1992) and labor protection under OSHA (Scholz and Wei 1986) were responsive to both Democratic houses and governors.  Greater numbers of Democrats in the state houses as well as a Democrat in the state executive mansion led to higher levels of enforcement activity (Scholz and Wei 1986; Wood 1992).  Therefore, I expect that the presence of Democratic governors and greater numbers of Democratic legislators in the states houses will signal regulators for a more active enforcement of state regulatory programs.  I use a dummy variable coded one for a Democratic governor and zero for other.  To measure the Democratic presence in the legislative branch, I use the percentage of the total number of seats in both legislative houses.    

Regulators are also sensitive to a state's overall economic conditions.  Regulatory activity within an economically struggling state is expected to be less rigorous due to the pressure on state regulatory officers to consider state economic necessities over regulatory ones.  Indeed with regard to state air pollution regulation, a 1% increase in a state's unemployment rate produced about a 2% decline in its annual enforcement actions under the Clean Air Act (Wood 1992).  Similar results also exist in OSHA enforcement, where activity is responsive to state unemployment levels.  Under times of economic duress, measured as increased unemployment levels, state enforcement levels of both serious citations and serious penalties were lower (Scholz and Wei 1986).  Both of these findings emphasize regulators' willingness to be sensitive to economically depressed areas, especially since state enforcement officers have been found to be more responsive to state economic and political factors than federal officers (Scholz and Wei 1986).
  Therefore I expect variations in state regulatory activity to be conditioned on the economic performance of the state economy.  Under conditions of economic slowdown, regulators will react by decreasing both inspection and abatement activity.  I measure a state’s economic conditions by the yearly unemployment rate between 1995-1999, the data for which were obtained from the Department of Commerce's Regional Economic Information System (REIS) database.

Interest Group Factors.  Interest group models suggest that regulatory officers are responsive to the pressures of state interests.  These interests pressure the policy making process to promote enforcement levels that coincide with their preferences.  Groups attempt to influence regulatory outputs at various stages of the policy process such as the setting of regulatory program strength and program financing (Bacot and Dawes 1997; Hays, Esler and Hays 1996; Ringquist 1993), the permitting of sources (Hunter and Waterman 1996), as well as the inspecting of sources and finally the issuing of abatement actions (Scholz and Wei 1986; Wood 1992; Davis and Davis 1999).  With respect to enforcement actions, interest group influences may materialize from the contributions that a regulated industry makes to a state’s economy or by the information that an environmental group supplies to supplement enforcement officers' resources (Sholz and Wei 1986). 

Interest groups have the ability to alert policy makers and regulators to potential violations and thereby increase the probability of actions being taken.  This fire alarm role of interest groups is well documented in the national literature and has found support in state regulatory activity as well.  Environmental interest groups filing lawsuits against industries have led to higher state air enforcement actions (Wood 1992).  This relationship is also consistent with interest group activity in labor protection.  Labor groups' activity in labor complaints encourages state actions taken under the OSHA program (Scholz and Wei 1986).  Likewise, the mere presence of more members of environmentalists per state has increased actions taken under RCRA (Davis and Davis 1999).  All of this evidence suggests that the presence of organized interest groups impacts regulatory activity both by direct advocacy and by setting off fire alarms against certain regulated entities.

I include two measures of interest group pressures in the state.  I measure the number of regulated entities vulnerable to policy changes as the percentage of the state's Gross State Product (GSP) deriving from air polluting industries (Ringquist 1993).  I gathered the data on state GSP from the REIS data available from the Department of Commerce, Bureau of Economic Analysis.  I measure state environmental interest group strength by the number of Sierra Club and National Wildlife Federation members per 1,000 persons in each state (Ringquist 1993).

Bureaucratic Task Factors.  Bureaucratic task factors define the challenges that regulators face.  The problem severity of the policy area will directly affect regulatory activity.  As the severity associated with a given policy area increases, so too do the pressures placed upon regulatory officers to act.  In air pollution regulation, increased emissions from regulated industries lead to higher regulatory activity (Wood 1992).  This pattern is similar for other environmental media as well.  In particular, non-point sources of water pollution increased the number of enactments under the NPDES program (Hunter and Waterman 1996) and in the regulation of hazardous waste, state agencies were responsive to increases in the employment in waste producing companies by increasing their regulatory activity (Davis and Davis 1999).  The impact of problem severity on state regulatory activity also extends to labor protection.  States that reported a greater number of accidents on the job were much more likely to increase the level of enforcement penalties (Scholz and Wei 1986).  

I use two measures of problem severity.  To assess the severity of air pollution in the state I consider the percentage of a state’s population living in non-attainment areas as defined by the NAAQS.  Through various monitoring stations and data collected across the states the EPA determines whether or not areas within each state are currently attaining the NAAQS.  Areas that are in “non-attainment” are listed in the Federal Register and have been published in the EPA’s Greenbook, along with the average population affected.  To capture the workload demand due to the magnitude of the regulated industry, I use the natural log total level of air emissions emitted from state stationary sources.  The measure calculated from data retrieved from EPA’s Toxic Release Inventory CD-ROM 1999.  I expect both of these factors to increase the level of actions taken in a given year.  

Federal Factors.  By initiating federal enforcement activities in a state, or what Wood (1992) refers to as centralizing factors, EPA authorities can influence and alter state enforcement patterns.  Increased rigor on their federal counterparts' behalf has led state regulators to be more active.  Additional EPA actions under the Clean Air program led states to increase their overall enforcement activities (Lombard 1993; Wood 1992).  Additionally, under the Office of Surface Mining, increased federal inspections led to states taking more enforcement actions themselves (Hedge, Scicciatano and Metz 1990).  Therefore, I use federal abatement actions to assess the responsiveness of state regulatory outputs to federal factors.  I consider the total number of federal abatement actions in the previous year (Wood 1992).  This includes all actions including: NOVs, administrative orders, and judicial actions taken by the EPA in the state.  I retrieved this data from the EPA’s AFS database.

Problem Identification  

I use two measures to assess the regulatory officer’s ability to detect a problem.  First, I measure the state agency's resources.  Ideally, I would have liked to use annual state air program budgets for this time period, however, state budget data by air program is not consistently available over the time series.  However, while consistent over-time state budget data is generally not available, EPA grants-in-aid to the states for their air programs under Section 105 of the Clean Air Act are available (Lombard 1993; Wood 1992) and have been linked to increased state enforcement actions under the Clean Air Act (Wood 1992).  Therefore I assess the yearly resources of each state’s air program by using the EPA’s total annual contributions to each state’s air program.  The EPA provided me with its yearly grants-in-aid data for the Section 105 program.
  Second, as an indicato4 of the likelihood of discovering a non-compliant entity, I use the total annual number of monitoring activities, or all level two inspections or higher carried out by state personnel against a major stationary source.

Discretionary Environment  

I focus on one aspect of agency design that contributes to a regulatory officer's discretionary environment -- the decision aggregating procedures that describe the issuance of enforcement actions.  I assess the regulatory officer's discretionary environment by measuring the decision aggregating procedures that officers must satisfy prior to issuing an enforcement action.  These gate-keeping procedures regulate the flow of regulatory actions and can effect the flow of these procedures by dictating the availability of actions, the minimum standards for taking an action, the bureaucratic level or location (Epstain and O'Halloran 1999) at which conflicts will be resolved and the individuals who will be tasked with resolving them (Hammond 1986).  

I measured these gate-keeping features by coding the types of actions available, restrictions on their usage, and the individuals involved in taking an action.  Specifically, I consider both the type of action and the level of approval required to initiate that action.  First, I divided the series of potential enforcement actions in to three levels: warning letters and formal notices of violations, formal administrative actions (both administrative orders and/or penalties), and formal civil and criminal actions.  The Level I actions include all of the informal and formal notices that typically are reserved for the first step in a case of noncompliance.  The states have a variety of names for these actions and refer to them as Notices of Violation (NOVs), Notices of Noncompliance (NONs), Letters of Deficiency and even warning letters.  The regulated entity is notified by either a warning letter or letter of noncompliance.  Generally, these announcements identify the violations discovered, recommend actions needed to remedy those violations and site a time period within which the violator must comply before other actions will be taken.  

Level II actions consist of formal administrative actions, which may include penalties.  Several states grant regulatory officers the authority to pursue formal actions against an entity that is in noncompliance.  Generally these administrative actions are in order when either a violation has not been corrected under the terms laid out in a Notice of Violation or when the violation's gravity was such that it merited immediate higher action.  States typically classify these actions differently referring to them as consent orders, agreed orders, settled orders, and final orders.  Those administrative orders such as consent, agreed, or settled orders refer to those situations were an entity has willingly agreed to comply with the findings of the agency and have agreed in some situations to pay restitution in conjunction with that finding.  In situations where the entity does not willingly agree to the administrative action, they may appeal and move into an administrative hearing that will consider the merits of the action.  In this situation, the action may be overturned or upheld.  In the final situation, if the entity has been determined to be in noncompliance and loses an appeal, a final order may be entered against that entity.

The last group, Level III actions, contains both civil and criminal cases filed against a noncompliant entity.   These actions come about for several reasons.  In the case of civil referrals, regulatory officers may attempt to have a civil court judge issue an enforceable order against an entity that, up to that point, has been either negligent or uncooperative in complying with previously issued administrative orders.  In the case of criminal referrals, most states require gross and willing violations of the law for officers to pursue entities criminally.  

Of course case specifics are important factors in determining what types of actions may be taken against a violator.  Many states have decision matrices that initially outline whether a violation is a major or minor violation, or what the EPA has recently referred to as a High Priority Violator (EPA Memorandum, 1999), classified as an entity which has met one or several criteria including, but not limited to, failing to obtain PSD or NSR permits, Title V violations and chronic violations.  Even though these case specific parameters may dictate the eventual flow of a case within the agency, the measures that I am proposing here do not elicit case-specific matrices across state programs.

Given that I am interested in the level of political insulation between regulatory officers and their political principals, to gauge the level of discretion allowed across each of these levels of actions, I coded both the classification and location in the vertical chain of command of the office that holds final signature authority on each of the three enforcement actions.  An example of the greatest level of discretion possible would be to allow field officers to have final signature authority over their actions.  On the other hand, an example of the least amount of discretion is for the legislature to remove that enforcement action as a possibility.  For instance, officers in Wyoming and Wisconsin do not have the authority to issue administrative orders or penalties.  Aside, from denying the action, a state seeking to severely limit agency discretion can require that the agency head, whether director, manager, or secretary, have the final approval for a given enforcement action.  The middle range of signature approvals varied between regional supervisors, media division chiefs, centralized enforcement office heads, and deputy secretaries.  

In fact, as Table 1 demonstrates, Level II actions exhibit the most variation while Level III actions, as expected, are primarily associated with either the agency head or a high level political appointee.  

(Table 1)

There are outliers to this pattern.  Delaware, Montana and South Dakota for example, all require the agency head to approve Level I NOV’s, a requirement which represents a good deal less discretion compared to other states for a similar level action.  This pattern stands in stark contrast to other states such as Wisconsin, Rhode Island, and Colorado where, even for serious Level III actions, mid to low level civil servants are empowered to make the final call on sending a referral to either the agency’s Office of Legal Counsel or the Attorney General’s office.  Many of these states represent different strategies for channeling conflict within the agency.

To measure this variation in discretionary authority, I produced a discretionary scale for each enforcement action level.  The highest scores represent the greatest levels of discretion granted to the field officers of the department, while the lower scores represent declining discretion.  I used an interval level measure that ranges between (0) and (1), where zero represents minimum discretion and one represents maximum discretion.  I calculated the discretion measure with the following formula, 
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.   An illustration of this measure is shown in Figure 1. 

(Figure 1)

I measure vertical depth from the perspective of the regulatory officer.  Therefore, I calculate this measure by considering the number of offices in the direct chain of command from the field officer, who is responsible for carrying out inspections and the initial enforcement review, up to and including the individual or committee at the top of the chain of command.
  For example, in the state of North Dakota the Department of Environmental Quality has five levels:  the Environmental Quality Commission, the Director of the department, the Air Quality control officer, the Regional director, and finally the field officers.  Vertical differentiation across state agencies ranges from a low of five, in states like North Dakota, Vermont, Connecticut and Delaware, to a maximum of ten in California.  The average number of vertical levels in the chain of command for state air pollution control agencies is approximately six levels.

I then located the office, in this vertical chain of command, that possessed the final signature authority for each enforcement action and assigned that office a value ranging from one for the agency head to zero for the lowest level in each respective agency.  This procedure is demonstrated in Figure 1 by the shaded circles.  I then combined these two scores, using the equation above, to standardize the measure by vertical depth to assure that a deeper vertical structure does not necessarily affect the overall measure of discretion.  

This equation yields a discretion value for each of the three enforcement action levels that I discussed above.  For each level, I assign a number based upon the highest signature authority to take that action.  The distribution of the average discretionary levels for each of these enforcement action levels is shown in Figure 2. 

(Figure 2)

As Figure 2 shows, most states on average have lower signature requirements for Level I actions, granting field officers greater discretion.  This discretion decreases as the seriousness of the action increases with much less discretion existing among field officers to take either Level II or III actions in any states.  I standardize each of these scales and add them to produce a simple additive scale of the overall discretionary environment of the state regulatory officer.

Results

To reiterate, my expectations are that agency design will have both a direct and a mediating impact on the level of regulatory outputs as well as a direct effect on the variation of regulatory outputs.  I report the results in the following sections.    

The Main Effects of Design on Agency Outputs

I present the base model for the EPA-reported abatement activities for the states between 1995-1999 in Column 1 of Table 3. 

(Table 3)

First, the AR1 parameter suggests that there is a fair amount of inertia maintained from year to year in each program.  This program inertia is partly a function of EPA pressures that encourage states to maintain year-to-year activity at a level where EPA regional officials believe a state “should be" with regard to monitoring and enforcement activities.  Moreover, the model has an estimated R2 of .323.  Much of the unexplained variance could likely be accounted for by attitudinal information on each state’s regulatory officers (Hedge, Menzel and Williams 1988) and by information on the case-specifics of the non-compliant entities.  

Perhaps the most surprising finding is that while the share of Democrats in the state legislature has an effect on regulatory outputs there is not such effect for the governor's office.
  This lack of a direct effect of the governor's office may be suggestive of the fact that political influence is driven through more indirect routes such as the budgetary and staffing elements of the agency (Davis and Davis 1999), as well as other agency design components.  Nevertheless, state air pollution control agencies do appear to be responsive to the direct political atmosphere in the state legislature.  An 1% increase of Democrats in the total state house delegation suggests a relatively small effect of increasing annual abatements by one action.  On the whole, with regard to motivating factors regulatory officers are fairly well insulated.  In fact the only other motivating factor that has a significant effect on abatement activity was the extent to which a state's population was living in a non-attainment area.  Officers do place a higher premium on taking an abatement action against a non-compliant entity when the number of their state citizens living these areas is relatively higher.  For each additional 10% of a state population living in a NAAQS non-attainment area regulatory officers are motivated to increase their abatement actions by almost 2 formal actions against non-compliant entities.  While not a terribly large effect, this nevertheless suggests that regulatory officers are responsive to the conditions of their state citizens and attempt to come into compliance with federal guidelines under NAAQS by taking actions against non-compliant entities.  

With regard to problem identification, simply put, inspections yield abatements.  Roughly every two inspections conducted in a state produced an abatement action.  Budgetary contributions on the other hand did not have an impact on outputs.  This finding runs counter to a long line of research that holds that legislatures and governors can get what they want by manipulating budgetary levels, or using ex post methods of influence.     

Last, increasing the discretionary space within which regulatory officers operate leads to an increased number of abatement actions.  Regulatory officers have a wider range of discretion to act and send signals to the regulated community by taking more actions to ensure compliance in the long run.  A state agency that restricts all of its decision making to the top of the chain of command will have approximately 38 fewer annual actions than a state that allows a mid-level bureaucrat the final signature authority on issuing an action.    

The mediating effect of institutional design on legislative influence is quite interesting.  It suggests that the regulatory officers' responsiveness to the legislature is conditional upon their discretionary environment.  By altering discretion design can politicize the bureaucracy in two respects.  First, as demonstrated in Figure 3 below, as decision-aggregating procedures restrict the discretion of field officers by moving final signature authority further up the chain of command, the production of annual abatement actions is more responsive to legislative interests.  Legislatures dominated by Democrats will encourage more annual actions, while legislature dominated by Republicans will do the opposite.  

(Figure 3 here)

If on the other hand discretion is enhanced, design produces an altogether different effect.  Field officers with a great deal of discretion are more likely to be less active with large Democratic majorities in the state houses and presumably more automatic budget renewals.  However, under similar discretionary conditions with Republican majorities, regulatory officers likely will begin to feel the need to justify their existence and with their discretion, take it upon themselves to be more active.
  From a legislator's perspective, insulating the bureaucracy takes on a new meaning than has been typically used in the literature.  Insulating the bureaucracy from political interference does not simply mean increasing bureaucratic discretion without end.  In fact, the perfectly insulated bureaucracy is one in which decision making authority is neither dominated purely by high-level political appointees nor by career field officers.  Instead, the best form of insulation results from decision aggregating procedures that grant signature authority to mid-level bureaucrats who can recognize the balance between being responsive and being reactive. 

The Impact of Agency Design on the Variance of Agency Outputs

The variance of state enforcement actions should reflect the discretion granted to regulatory officers in their immediate environments.  As legislators forgo the political implications of design to achieve other immediate policy goals, they may tradeoff the precision with which they can estimate their agency's actions.  This suggests that an agency’s procedural requirements will contribute to the variability of state abatement activities. 

Column 3 in Table 3 reports the results for this analysis.  Generally the results suggest when design enhances regulatory officers' discretion there is a positive impact on the variance of yearly enforcement actions.  Regulatory officers operating in an environment with more discretion vis-à-vis their final signature authority exhibit inconsistent behavior compared to those in a more constrained environment.  As a regulatory officer is required to move further up the chain of command to have a proposed abatement activity approved, the variation that is exhibited in yearly actions decreases, suggesting that signature authority is a useful mechanism to guarantee the policy goals of the agency.  On the other hand, when field officers are granted the discretion to pursue their own abatement actions, they are more likely to allow personal attitudes and local environments to affect their performance enforcement activity (Hedge, Menzel and Williams 1988; Hunter and Waterman 1996; Shover, Clelland and Lynxwiler 1986).  This suggests that as regulatory officers' discretionary environment grows with each of the design dimensions, so too does the variance of the yearly actions that they undertake.  

What does this pattern mean for legislators?  First, it suggests that there is a tradeoff for the decision to insulate bureaucrats from political influence.  Politicians seeking to insulate bureaucrats from political influence under the uncertain conditions of political competition will have to tradeoff the certainty with which they can predict the actions of their regulatory agents.  Regulatory officers in greater discretionary environments exhibit much more variability in their behavior compared to those in more constrained environments and will be more likely to exert their own personal preferences into their actions.  Therefore, legislators who are generally interested in minimizing their uncertainty with regard to policy outputs must pay a price for the protective insulation afforded by a greater discretionary environment.  That price is greater variation and hence, less predictability in outputs.  This leaves legislators with a difficult decision.  They can gain more precise expectations on the actions of bureaucrats by decreasing their discretionary environment, but this opens up those bureaucrats to political influence. 

Conclusion

State air pollution control agencies are insulated bureaucracies.  The regulatory officers in these agencies are responsive to both changes in bureaucratic task factors in their states, as well as to the ebbs and flows of the political tides.  They are sensitive to the environmental quality in their states and attempt to provide environmental relief for citizens living in distressed areas.  

Agency design as regulatory payoffs and they come in two forms.  On one hand, design can affect the overall activity of a regulatory agency through procedural requirements by altering the discretionary environment of regulatory officers.  Tinkering with design, legislators can gain an edge to produce regulatory outputs more in line with their preferences.   

The second payoff of design is its reduction of uncertainty.  Unlike previous research that has focused on the procedures of the policy production phase (Potoski 1998; 1999), this research demonstrates the procedural requirements in the implementation phase are critical to regulatory outputs as well. An agency’s procedural requirements are capable of influencing the variation of agency activities.  Designs that restrict regulatory officers’ discretionary space decrease the variation of yearly enforcement activity and provide greater certainty to legislators interested in the activities of their state regulatory agency.  As the discretion provided by these designs is heightened, so too is the variability with which regulatory officers take abatement actions.  As the number of veto points in the chain of command increase and the organizational distance between agency heads and field officers increase, the difficulties associated with ensuring standardization also rise.  In short, legislators can minimize their uncertainty vis-à-vis state regulatory agencies by providing the appropriate design. 
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Table 1  Descriptive Statistics for Annual State Monitoring and Abatement Activity

	
	Mean 
	Standard Deviation


	Min
	Max

	EPA-Reported Orders
	
	
	
	

	          Monitoring Activities 


	482.55
	477.55
	25
	3034

	          Abatement Activities 


	76.86
	112.89


	0
	669



	
	
	
	
	


Note:  Monitoring activities included all EPA-reported inspections, at least level 2 or higher, carried out by state personnel against a major stationary source.  EPA-reported abatement actions include all notices of violation, administrative orders, as well as both civil and criminal referrals against significant or high priority violators. 
Table 2.  The Offices of Final Signature Authority Across Three Levels of Enforcement Actions 

	
	Enforcement

Action not Available
	Commission
	Agency

Head
	Political

Appointee
	Civil

Servant
	Field Officer

	Level I
	0
	0
	4
	11
	28
	7

	Level II
	2
	1
	17
	17
	13
	0

	Level III
	0
	5
	25
	12
	8
	0


Note:  The number of states that grant each office final signature authority is shown in the cells.

	Table 3  The Impact of Procedural Requirements on EPA-Reported Enforcement Activity between 1995-1999



	
	Model 1
	Model 2
	Model 3

	
	Abatement 

Activities
	Abatement Activities
	Abatement 

Activities

	Independent Variables
	
	
	

	Level Model
	
	
	

	     Motivating Factors 
	
	
	

	           Democratic Share
	.686*
	1.07*
	.379*

	
	(.352)
	(.442)
	(.215)

	           Final Signature Authority
	 7.37*
	 15.49**
	 5.55*

	
	(4.03)
	(6.84)
	(2.85)

	           Democratic Share* Final Signature Authority
	--
	 -.351*
	--

	
	--
	(.146)
	--

	           Democratic Governor
	 3.52
	 3.15
	 11.29

	
	(11.15)
	(11.10)
	(6.48)

	           Unemployment Rate
	-2.34
	-2.48
	-1.08

	
	(4.20)
	(4.00)
	(4.54)

	           Air Polluting Industries (% GSP)
	 .635
	  .998
	 -.410

	
	(1.25)
	(1.23)
	(1.23)

	           Environmental Groups (Members/1000)
	-.351
	-.217
	.934

	
	(1.82)
	(1.73)
	(1.47)

	           ln (Total Emissions) 
	5.57
	6.81
	6.70

	
	(5.48)
	(5.22)
	(5.89)

	           Population in Non-Attainment Areas
	.15***
	.15***
	.09***

	
	(.05)
	(.05)
	(.03)

	           Federal Abatement Actions
	-.987
	-1.11
	-.383

	
	(1.06)
	(1.08)
	(.766)

	     Problem Identification
	
	
	

	           State Budgetary Contributions
	.000005
	.000005
	.000008

	
	(.000005)
	(.000005)
	(.000007)

	           Inspections
	.071***
	.069***
	.062***

	
	(.019)
	(.019)
	(.012)

	           Constant
	-49.37
	-115.23
	-88.24

	
	(74.41)
	(69.84)
	(82.61)

	Variance Model
	
	
	

	           Final Signature Authority
	--
	--
	.467***

	
	--
	--
	(.025)

	
	
	
	

	           Constant
	--
	--
	5.49***

	
	--
	--
	(.124)

	  AR(1) Parameter
	.689
	.687
	.810

	  Chi square
	220.79 (11)***
	228.16 (11)***
	1313.99 (12)***

	  R2
	.323
	.335
	--

	  Log Likelihood
	--
	--
	-1491.86

	  Number of Cases
	292
	292
	292

	***p<0.01, **p<0.05, *p<0.10, two-tailed tests

Note: Coefficients are unstandardized regression coefficients.  Panel corrected standard errors appear in parentheses in Models 1 and 2.  The dependent variable is the number of actions taken in a given year.


Figure 1.  The Locational Discretion for Final Signature Authority across Enforcement Actions
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Note:  The circles in the diagram represent the vertical chain of command of Agency A and Agency B.  The shaded circles represent the office, in the vertical chain of command, that possesses the final signature authority on a given enforcement action.
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� Due to its functional coherence and consolidated nature, mini-EPAs are thought to be the most efficient organizational form (Hunter and Waterman 1996; Rabe 1986).  With regard to enforcement outputs, health agencies, with their highly segmented departments and lack of coherence, produce lower levels of enforcement actions against noncompliant entities than the other agency types (Hunter and Waterman 1996).


� Such a "bottom-up" view of regulatory behavior is not completely new (Hunter and Waterman 1996).  Several scholars have addressed the importance of task factors and bureaucratic discretion in the production of state regulatory outputs (Hunter and Watermn 1996; Scholz, Twombly and Headrick 1991; Scholz and Wei 1986).   However, none of these works directly assessed the regulatory officer's discretionary environment with detailed measures of agency design parameters.  


� Variations in regulatory enforcement have been linked to organizational, political and social factors of interaction between regulator officers and the regulated clientele (Hunter and Waterman 1996; Hedge, Menzel and Williams 1988; Hutter 1989; Ringquist 1995; Sholz and Wei 1986). 


� Potoski (1998, 1999) has also applied conditional heteroskedastic models to study such phenomenon as the variability in state air pollution control program outputs (Potoski 1998, 1999). 


� The impact on the error variance (2, is governed by the following equation � EMBED Equation.3  ���, where the variance model coefficients are the (’s and the x’s are the various independent variables. 


� “High Priority Violator” is a relatively recent term that replaced the previous violation flag of “Significant Violator” in April of 1999.  A High Priority Violation is one that fits at least one of the 10 criterion laid out by the EPA in its memorandum, “The Timely and Appropriate Enforcement Response to High Priority Violations” (1999).  Generally, both significant and high priority violations include those entities that violated their Title V permits, committed gross violations, or had repeated violations.  To control for this change in the data I included a dummy variable for the year 1999 in each of the models investigated here.  The inclusion of the dummy variable did not affect either the monitoring or abatement models discussed in the following sections, suggesting that the switch of the violation flags either did not have an impact on state reporting to the EPA or that the switch had occurred too late in the year to be captured by the dummy variable.


� I follow several scholars and use the total number of actions taken in a given year (Davis and Davis 1999; Scholz and Wei 1986; Scholz Twombly and Headrick 1991; Wood 1992).  Some scholars use the log of the total number of actions in a given year (Hunter and Waterman 1996; Ringquist 1993), but this technique reduces the variation inherent in the dependent variable over time and across cases and, since one goal of this work is to explain that variation with substantive variables, I chose not to log the dependent variable. 


� EPA-reported data is limited to actions taken by state regulatory officers under the federal Clean Air Act for major stationary sources that are high priority violators.  This data does not include other actions including:  actions taken under state-specific regulations, actions taken against area sources, as well as actions taken against any sources under mobile source provisions of the Clean Air Act or the relevant state legislation.


� These numbers should not be interpreted as state “effort.”  This data is not intended to be a measure of compliance or state regulatory strength.  Given that these numbers are not standardized by the workload facing state inspectors, they are not reflective of regulatory officers’ efforts. They are simply a measure of annual regulatory activity.  


� Economic wealth factors are included less often than economic performance in regulatory output models and have not found much empirical support.  In the only study that explicitly tested the economic capacity argument on state enforcement, the wealth of a state was not found to significantly alter annual air enforcement actions (Lombard 1993).  This does not mean that economic wealth plays no role in regulatory effort.  While not playing a role in directly impacting enforcement activity, state wealth has instead been found to condition state regulatory outputs indirectly by increasing a state's overall regulatory program strength (Ringquist 1993).


� This proxy is justified because Section 105 grants contribute to overall state compliance resources.  Section 105 provides authority for federal grants to help prevent and control air pollution in the states.  EPA regional offices grant the states annual funding for the purposes of compliance and enforcement.  Prior to any release of funds, the EPA negotiates a work program with each state, in which the state agrees to perform certain functions including inspections, monitoring, permitting and enforcement.  This grant money, in conjunction with the funds generated from revenue collected under the Title V permitting program, provide the states a supplement to their state-originated funding.  


To qualify for a Section 105 grant, a state must meet the level of non-federal funds expended in the prior fiscal year and must match at least 40% of the total recurring expenses of its section 105 funding.  Given that this is a matching program, federal contributions will serve as a reasonable proxy for state air program resources over the 1995-1999 period.  As a check on this measure, I compared the EPA grants data with the state budgetary data available from the Book of the States (1998) for FY 1994.  The state budget data for FY 1994 and the Federal Section 105 contributions for FY 1994 were correlated at .78, suggesting a high amount of correspondence between these two measures.  Therefore, in the face of the missing data on state air program budgets, the Section 105 grants provide a reasonable proxy for state compliance resources.


� Section 105 of the Clean Air Act, which provides federal grants to state programs, requires, as a condition of the grant, that state inspectors conduct, at a minimum, level two inspections for major stationary sources.  The EPA maintains five different levels of inspections that regulatory officers can perform on facilities, beginning with level zero, which is commonly referred to as a “drive by” inspection, up to a level four inspection, in which the inspector must monitor the operating procedures of all process and control devices during a stack test. 


� This measure refers only to the functions carried out under a state’s air pollution control program.  In some states, these measures would vary between air, water, and hazardous waste media functions.  


� For the situation of Wyoming and Wisconsin, which do not allow for administrative orders, I coded both of their discretionary scores for Level II actions as zero, suggesting no minimum discretion.  I also ran the Level II model without these two cases and the results of the full model held. 


� In addition to the measures above, I also used a state elite political ideology score (Berry et al 1998) as well as various specification of unified and divided government.  None of these alternative specifications had any significant impact upon the dependent variable or upon estimation of the other coefficients.  I also included a South dummy variable which did not impact the other coefficients and itself 


� I also ran models that included specifications of the agency’s organizational type to consider the suggestion that regulatory programs situated within Health agencies may lessen the overall enforcement activity of the program (Hunter and Waterman 1996).  I included a dummy variable for state agencies whose programs were located within Department’s of Health and found no independent effect for this variable.  Additionally, I also ran the models with a dummy variable that coded air programs that are housed within mini-EPA organizations.  Again, I did not find any effect for the dummy variable.
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