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A variety of actors and political institutions influence different areas of state regulatory policy.  Scholars have devoted considerable time and effort to assessing the relative influence of different actors and institutions over regulatory policy, but with much more attention paid to the federal level. Indeed, the “Congressional Dominance” school of the 1980’s argued that the national legislature was the most important player in producing and shaping policy outcomes, cataloging a range of incentives and mechanisms by which seemingly uninterested Congressmen could nevertheless impose their preferences over regulatory bureaucracies (e.g. Weingast and Moran 1983;  McCubbins and Schwartz 1984).   While other scholars noted the counterbalancing powers of Presidents (Moe 1982, 1987; Wood and Waterman 1991), bureaucrats themselves (Moe 1985; Wilson 1989) and courts (Melnick 1983; Rabkin 1989), we can no longer assume that the lack of constant legislative hearings somehow means a lack of legislative influence over policy. 


A recent review of prior state studies has demonstrated that the ideology, party control, or professionalism of state legislatures often influences state regulatory policy (Gerber and Teske 2000).  Building on that work, and extending it, in this paper I synthesize several similar new empirical studies that examine the influence of state legislatures, in the broader context of influence by other actors. These studies span the range of important industries regulated by the American states.  I also examine briefly some recent explicit legislative efforts to oversee state regulation more carefully.

Project Introduction

For several years I have been assessing the relative impact of interest groups versus institutional actors over American state regulatory decisions.  I started with this approach in my dissertation research, focusing on state telecommunications policy decisions after the AT&T divestiture (Teske 1990; 1991).  Later, I expanded the approach to transportation regulation, along with two of my graduate students (Teske, Best, and Mintrom 1995).  Eventually, working with other Stony Brook Ph.D. students, I tried to assess a wide range of state regulatory areas, including utilities, finance and insurance, occupational regulation, and environmental regulation.  I am now writing a quantitative book that I hope will do for state regulation, and for the advancement of regulatory theory and ideas, some of what James Q. Wilson’s (1980) The Politics of Regulation did for federal regulation.  Wilson had a number of Harvard graduate students write case study chapters, while he prepared the introduction and conclusion synthesis, in particular challenging the Chicago School economists on what he perceived to be their relatively narrow conceptions of regulatory politics.


The political economy of regulation has been advanced by many scholars since Wilson’s time, as have quantitative techniques to study regulatory policy in a more focused manner.  The American states provide a valuable environment in which to pursue these studies. Yet, most scholars have ignored state regulatory activities, while focusing relatively more attention upon federal-level regulation.

I attempt to synthesize efforts from economics and from political science, a synthesis that I also believe is lacking; scholars in these two related disciplines rarely read enough about what the others are doing. The simple Chicago-school economic model (Stigler 1971; Posner 1974; Peltzman 1976; Becker 1983) considers interest groups to be dominant in the regulatory policy-making process, with the firms being regulated as the most dominant players.  They also consider state institutions to be essentially endogenous to interest groups and their activities (for a recent Chicago-school study of state banking regulations, see Kroszner and Strahan 1999).  Some political science models, particularly those in place more than 20 years ago, when interest groups were considered the main players, with a lesser or minimal role for institutions, might have taken a similar approach to understanding the impetus behind these regulations.

On the other hand, 20 years of the “new” institutional approaches, either formal-economic (after Moe 1984) or historical-sociological in nature (March and Olsen 1989), have demonstrated that we cannot simply ignore the role of institutions, however we define them.   An institutional approach suggests that the manner in which state institutions, such as legislatures, are established and developed, and the attitudes of the specific individuals who influence important policymaking decisions within these institutions, may be quite important in determining the decisions that states make, even apart from the pressure they receive from interest groups.  

Studying state regulation

Why examine these theoretical models in the context of state regulation, rather than some other area of public policy? Regulation is one of the most important activities that governments perform, because it constrains and shapes the important decisions that economic actors make.  Whether regulation is prominent, as in the antitrust case against Microsoft, or behind the scenes, like the occupational regulation of lawyers and doctors, its political-economic effects are important and pervasive throughout the economy.  Regulation also largely imposes costs on private actors, so its effects do not show up clearly in public budgets, as do the effects of taxation and government spending patterns. 

Political scientists have greatly improved their studies of various aspects of regulatory politics and policy over the past 20 years.  Prior to that, the field was somewhat stagnant. But, the challenge from Chicago-School economists, who posed normative questions about regulation, and who provided a simple positive theory of regulatory politics, motivated a careful response from political scientists.  At the same time, as scholars developed better models of institutional analyses, studies of the influence of political actors over regulatory decisions improved dramatically (e.g., Wood and Waterman 1991).

Though far less well-studied than federal regulation, state regulation is increasingly important in its own right and provides a fertile test-bed for analyzing theories of regulation and governance that have received most of their tests only at the federal level.  With the variation in state interest group constellations and in the nature of state legislatures and bureaucratic institutions, I am able to provide more insight about the effect of these institutions on regulatory policy decisions and on economic outcomes. Further, rather than a single case study of how one industry is regulated by the states, I can analyze virtually the whole range of state regulation using a similar approach and methodology, providing the opportunity to test theories across several domains. 

A synthesis of these studies should help to provide better answers to the questions about how state institutions, such as legislatures, interact to make policy decisions that influence regulatory and economic outcomes.    

Methodology and Measurement

Many early state studies were in the form of qualitative case studies. In the 1960s, scholars began to use quantitative data across the 50 states. As the standard cross-state, quantitative analysis often evolved to examine quantitative data from all 50 states at a single point in time, methodologists began to recognize that a sample of N=50 can be too small to obtain fully reliable parameter estimates and high levels of statistical significance. (There are also other issues related to the fact that N=50 states is not truly a sample, but a full population of the states – see Gill 2001).  Thus, in my studies, for most cases (e.g., telecommunications, electricity, hospital and environmental regulation), I am able to address this small N problem by gathering data over time, to develop fairly sophisticated pooled time-series, cross-sectional models (see, for example, Beck and Katz 1995; Beck et al. 1998; Box-Steffensmeier and Jones 1997).  In other cases (e.g., medical regulation), I look at a few different points in time, or panels, across all of the states, based upon the availability of new data.  In other cases (e.g., insurance and savings-and-loans), when it was possible to gather such data, rather than examining the actual state regulatory policy decision as the case or unit of analysis, I examine the effects of state regulation (and other variables) on individual firms, thereby achieving a larger sample size. But, for some industries (e.g., legal regulation) it is extremely difficult to get data that varies over time for the central variables of interest.  Here, I must sometimes rely upon a sample in which N=50, at one point in time, and recognize some caveats with the quantitative results. 

As with any empirical study, I also face some measurement concerns related to the independent variables in the analyses.  Over time, political scientists have developed innovative ways to measure some of these state variables, while other measures remain more crude or limited.  And, new measures are being developed, tested and analyzed every year, especially for state public opinion and gubernatorial popularity. Still, it is worth discussing some shortcomings and other issues about these measures, as they may influence the confidence we can have in the results of the analyses. 

Some very important recent work has been done on interest groups in the states (e.g., Hrebener and Thomas 1993; Gray and Lowery 1996).  But finding the appropriate measure for the strength of interest groups in the state regulatory process remains difficult.  It would be an extremely demanding task to try to assess actual participation in bureaucratic hearings by each interest group in each area of regulation, and even that would not really measure their true strength.  Arguably, the best measure would be some combination of industry or firm-specific state-level campaign contributions to state-level politicians, which are extremely difficult to get across all 50 states, and actual lobbying or participation efforts both in the legislative and bureaucratic arenas.   Lacking data to capture such measures, we generally must rely on proxies that have to do with the general economic power of the interest group, such as its share of state gross economic product or employment, or some notion of political or organizational power, such as the number of members compared to state population, or other similar measures. These are probably fairly good proxies, particularly in measuring relative strength across states, in most cases, but they may be inappropriate in others.

Given the variation in state legislatures around the U.S., political scientists have developed good measures of legislative professionalism (e.g., Squire 1992; Mooney 1994).  And, of course, good measures of state party control are easily constructed, and we have some measures of state elite ideology, beyond simple party identification (Berry et al. 1999).  We can be fairly confident about these overall measures of state legislative ideology and professionalism, and use them in a variety of ways.  No study of which I am aware has yet examined the changing makeup of specific state committees overseeing the efforts of particular state regulatory agencies, an approach that has been used often and successfully at the federal level.

For governors, party identification is a proxy that is often used, though this is clearly not ideal, given the variation in the ideological meaning of party ID around the country.  We also have scales of gubernatorial power, but these often capture in part the number of appointments governors make – when examining a particular area of regulation, this may not be directly relevant, or the effect may be picked up better and more easily by an appointed/elected regulator variable. New measures of gubernatorial popularity are being developed, and these may be helpful.  Since we have considerable anecdotal evidence about the importance of governors in the state regulatory process, and little quantitative evidence (see Gerber and Teske 2000), finding better measures of gubernatorial ideology and power should be an issue high on research agendas for state politics.

Measures of the influence of bureaucracies themselves are difficult.  Scholars have used regulatory budgets and number of personnel involved, per capita state population, to get a sense of the size of regulatory bureaucracies, or state budgetary commitments to that specific regulatory activity.  Little work has closely examined bureaucratic structures across the states, and the differences they may make for policy outcomes.  In some of the studies synthesized in this paper, I test more fine-grained measures of bureaucratic structure and resources.

Scholars have developed some good new work on the connection of public opinion to state policy outcomes (Erikson et a. 1993; Berry et al. 1999). But, there is room to improve these measures and, especially, to try to test the connection to outcomes in a wider array of policy domains. 

Specific Industry Studies

In this section, I provide a brief summary of the industry studies and the basic results related to the influence of interest groups and institutions over policy decisions and outcomes. I do not have enough space here to provide a full accounting of the specific measures of all of the independent variables for each study here, but I attempt to provide some information about the statistically significant and most substantively significant findings.  I recognize that this lack of detailed data makes it difficult for critical readers to carefully assess the quality of each individual study (a few of which have been or will be published in journals), but I hope that the value of the aggregate comparisons at least partly counterbalances that problem. Mostly, as in Table 1, my goal here is to try to draw some broader conclusions by looking at the patterns that hold across all or most of the studies.

The first several analyses focus upon intrastate regulation of natural monopoly-type industries, performed by state public utility commissions (PUCs), and usually also performed in parallel, to some degree, at the interstate level by federal regulators, specifically the FCC and FERC.  The political environment in these industries is filled with industry interest groups, usually with opposing agendas, as well as consumer advocates, all providing input to the PUCs.  Most PUCs are made up of appointed regulators, though they are elected in about one-quarter of the states. The PUC regulatory process generally is quite structured around administrative hearings and a large body of precedent has emerged, even as these industries themselves have changed so rapidly in terms of becoming more competitive and less monopolistic in recent years.  Since legislatures do not always control PUC budgets and seem unlikely to be interested in the technical details of monopoly regulation, scholars have assumed minimal direct legislative influence over PUC policy choices.  

In the analysis of telecommunications, we examine a 10-year period after the AT&T divestiture, 1990-1999, to determine the factors that are associated with states charging relatively higher or lower rates to residential consumers, compared to business consumers.  The analysis is a pooled time-series, cross-sectional model, the results of which are in Table 2.  Kim and Teske (2002) find significant influence over these rates from interest groups, such as the entrenched RBOCs, and considerable influence from the nature of different PUC institutional structures and actors, particularly the size, election, revolving door limits, and scope of authority of the PUC.  This finding is consistent with earlier, one-shot cross-sectional work done by Teske, based upon state responses in the mid-1980s (1990), as well as work by Cohen (1992). Unlike those studies, however, we do not find significant legislative influence.

Electricity regulation, and deregulation, has recently become quite controversial, with the publicity surrounding California’s blackouts and price hikes, since California was at the forefront of deregulating electric power.  In this analysis, as with the telecommunications study, Ka and Teske (2002) first examine the price ratio charged to business and industrial consumer over a longer time frame, starting in 1973, during the original “Oil Crisis”, to 1995, using a pooled time-series, cross-sectional model, shown in Table 3.  Here, we find that legislative ideology is the most significant predictor of this rate ratio, again, suggesting that state legislative oversight is effective or that PUC regulators anticipate or understanding legislative preferences, and implement them.  As with telecommunications, we also find that elections of PUC regulators lead to more favorable rates for residential users.  

Using a hazard model, we also examine the movement toward deregulation, from 1995-2000 to try to explain why some states moved more quickly towards deregulation.  Here, in Table 4, we find that, in addition to states with high absolute electricity rates and states with new competitors to provide electric power, legislative professionalism and bureaucratic professionalism (as measured by resources) are associated with earlier adoption of deregulation.  

Not included in these tables, but related to PUC regulation, Teske, Best and Mintrom (1995) examined  state economic trucking regulation in 1994, before they were preempted by federal legislation.  Here, in a single-shot, N-50 study, we find strong influence from several interest groups, including truckers themselves, and also farmers and industrial shippers. 

Thus, looking across the PUC-monopoly type state regulation, we find a role for interest groups.  Certainly interest groups are very active in formal PUC proceedings, as well as in legislative lobbying. And, when the regulated firms are most dominant, as with state trucking regulation, institutions do not seem to play a critical role. But, when many interest groups compete, the strongest influence over policy outputs seems to come from the combination of the state bureaucratic actors and the legislature.  In the case of electricity, Ka and Teske (2002) replicate these quantitative findings with qualitative data from a survey of state regulators. 

Turning to regulation that is based largely upon information asymmetry as the primary market failure justification, and which typically involves oversight of market activities, we examine state regulation of insurance solvency, savings-and-loans regulation prior to the 1989 crisis, and hospital certificate-of-need regulation.

For insurance regulation, we examine liquidations of firms over the period from 1987-1997.  Insurance is unusual in that only the states regulate the industry; the federal government is not involved at all.  Insurance firm liquidations harm consumers by not providing sufficient resources for firms to make claims payments.  Table 5 shows the results. Ruhil and Teske (2002) find that the stronger the power of the insurance industry, the fewer liquidations, that elected commissioners are associated with fewer liquidations, and that there are fewer liquidations when insurance commissions perform more financial audits of insurance firms domiciled in the state.  This suggests an important bureaucratic component to insurance solvency regulation, and reinforces the finding from PUC-type regulation that the election of regulators leads to different outcomes than appointments.  The effect of divided government, including legislative house and gubernatorial party control, is mixed.

For savings and loan regulation, before 1990, S&Ls had the option of a federal or a state charter. We have a database that includes all S&Ls as of the late 1980s.  Table 6 illustrates the results. Lauman and Teske (2002) find that states charters were associated with a greater likelihood of failure than federal charters, suggesting greater capture of state regulators (though this effect is based upon the large number of failures in Texas and disappears if we separate Texas out of the analysis).  We also find that stricter state regulatory accountability structures lead to fewer failures and more stock-owned S&Ls failed (compared to mutually-owned firms).  The results for governor’s party and legislative ideology are inconsistent in influencing S&L failures, which follows anecdotal evidence that politicians from both parties were involved in various unsavory activities related to S&L regulation.

For hospital certificate-of-need (CON) regulation, Chard and Teske (2002) examine a pooled time-series, cross-sectional model from 1982-1995.  After the mid-1980s, the federal government no longer required CON regulation and eliminated federal funding for it.  Thus, some state dropped their CON regulations, while others have maintained them.  Table 7 shows that such regulations are more likely to be retained in states with more powerful hospital interest groups, a Chicago-school type finding. But, we also find that states with more liberal legislative chambers are more likely to retain CONs, as are states that have higher per diem hospital charges. 

Thus, for informational-type regulation, we see that a mix of interest group and governmental actors are influential.  Within the institutional sphere, bureaucratic actors seem particularly important in influencing the outcomes of regulation in these moderately complex industries.  Given the original market failure rationale for oversight of these industries, that result makes sense.

Next, we turn to regulation of occupations, which, as with insurance, is performed completely by the states with no federal role, and which has traditionally been seen as most likely to be captured by the regulated interest groups (Friedman 1962; Stigler 1971).  Here, I analyze recent studies of the regulation of lawyers and doctors, two of the most prestigious and well-paid professional occupations in this country.

In each state, lawyers must be licensed, new lawyers must pay bar exam fees, and they must take some continuing legal education courses. Using cross-sectional data from 1994, Howard and Teske (2002) find that (various measures of) the strength of lawyers or legal interest groups in a state are associated with higher entry barriers for new attorneys, as shown in Table 8.  Only the continuing legal education component does not fit the capture model.  For bar exam fees, we did find that the percentage of lawyers in a state legislature (it is the largest occupation in most state legislatures) is influential.

Friedman (1962) explicitly argued against the licensure of M.D.s, since it seems like the easiest case for pro-regulation advocates and few politicians would make a serious case for not regulating M.D.s .  Using three 50 state panels of data from 1986, 1989, and 1991, Broscheid and Teske (forthcoming 2003) find that state regulation of doctors creates more strict licensing, or higher entry barriers, in states where medical interest group associations are more powerful.  These Chicago-school type results are shows in Table 9.  We also find that, contrary to expectations, a licensing board that is not independent is associated with licensing requirements that are less strict than the requirements in a state with an independent board. And, the proportion of public members on a dependent licensing board seems to increase the strictness of licensure requirement. This result does not conform to the theoretical suggestion that public members decrease the impact of medical interest groups.; instead they somehow appear to be captured or to become captured.  

Thus, quantitative studies of state occupational regulation of the two most important professions in the U.S. demonstrates that the stronger the groups are that support restrictive regulation, the more states regulate. This does fit the classic Chicago-school model.  Given the relatively high salience of these occupations, compared to others, and the fact that consumer and other public interest groups might monitor their behavior more than less critical occupations like barbers and beauticians, this is strong support for the capture argument in occupational licensure (see Kleiner 2000 for more on state occupational regulation).  It is also worth noting that most of these professions are granted the right to essentially “self-regulate” by the state legislatures, leaving a limited role for the type of bureaucratic commissions and agencies that seem to be influential in other areas of state regulation.

The final area of state regulation I examine is regulation of externalities, particularly pollution. Since externalities do not necessarily stop at state borders, such regulation involves a mix of federal mandates and state implementation, although when some kinds of pollution are more limited in geographic impact, states tend to have more discretion in addressing them. 

Gerber and Teske (2002) examine an area of state regulation that is mandated by the federal government, but where the states have some flexibility over the means of implementation. The dependent variable is the timing of approval by the federal EPA of state implementation plans for clean air, over the period 1994-1997. We find that states with more Democrats in their legislatures are more likely to have these plans approved more rapidly, and that states with neighboring states with approval are more likely to get their own approval more rapidly.  The interest group measure is not significant.

Sapat and Teske (2002) examine state groundwater regulations, in which the states have considerable autonomy, apart from federal regulation. We find significant influence from state interest groups that depend upon groundwater, from the general need for groundwater, from the environmental attitudes of state legislators, and from neighboring states.

Thus, legislative ideology seems to be an important influence over state environmental regulation, whether the regulations are basically mandated by the federal government, or not. States also seem to follow regional trends in environmental regulation, perhaps because of ideology or the actual spillover of pollution problems. 

Overall Results

Table 1 summarizes the findings for these studies. It demonstrates that some measure of interest group power is influential in 7 out of these 10 studies of state regulation.  Usually, this is the dominant regulated industry. Whether one believes in regulatory capture or a more limited version of interest group pluralism, this result is not surprising.  The only industries in which industry interest groups are not one of the dominant players are the areas of utility regulation, where the deregulatory environment has promoted a large number of new active interest group players, some of which may counter-balance the influence of more entrenched interests.  Perhaps, as suggested by Berry (1984) and Gormley (1983), the PUC regulatory process has developed to counterbalance the power of the regulated firms with professional staffs and consumer representation.  In other regulated areas, an important question is whether there are any reforms that can balance, or reduce, the role of interest group influence in state regulation, such as revolving door regulations for regulatory decision-makers, or lobbying or campaign finance limitations, especially, since, as demonstrated below, the state legislatures play important roles in regulation.

In many areas of regulation, the ideology, party control, professionalism or other aspect of the state legislature is influential.  Here, 8 of the 10 studies show the influence of legislative differences across states, and/or over time. Nearly all of these findings, for utility regulation of electricity, for hospital CON regulations and for both clean air and clean groundwater regulatory implementation, are in the expected directions, where Democrats or liberals are more likely to regulate more, or in favor of consumer interests. Democratic and Republican state legislatures often take different approaches to regulation – while this may seem obvious, it suggests an impressive degree of electoral responsiveness by legislatures, as well as some degree of control that legislators have over regulatory bureaucrats, the implications of which have not yet been fully explored at the state level. 

Though this reinforces findings from the broader literature focused on the federal level, and from some other state studies (Gerber and Teske 2000), in a sense, it is surprising.  Legislatures have created more insulated bureaucratic structures to make difficult regulatory decisions, and given the low levels of legislative professional staff and other measures of professionalism in many state legislatures, we would not necessarily expect to see legislative influence in an “average” state (which is what the regression analyses test for).  But, we do see it. We need to analyze more carefully when such legislative influence is manifested through direct legislation on the regulatory topic, as in many states for electricity deregulation (see Andrews 2000), and when it is manifested by regulatory oversight, or anticipation of such by bureaucratic agencies (Arnold 1979). Since many other studies of state regulation find a significant role for legislatures (see the review in Gerber and Teske 2000), we need more analysis of the representational role of state legislatures and of their relationship to broad state public opinion (see Erikson et al. 1993). 

Case study evidence suggests that governors play important roles in shaping state regulations, perhaps largely through their appointments. The influence of governors is largely not tested in many of these studies. More work needs to be done on specifying and measuring gubernatorial power and influence over state regulation, and public policy more generally.

These results also point to an important role for different state bureaucratic institutions in a number of these regulated industries.  Elected commissioners often behave differently than appointed ones, in telecommunications, electricity and insurance regulation, with elected regulatory commissioners usually acting more in favor of a more mass interest, given their desire for re-election. This is an interesting and important finding, as the previous literature on this specific topic has been quite mixed (see Teske 1991), at least in the area of public utility regulation.  Related to that, I also find some differences for public membership on medical boards. These differences take place even in regulatory environments in which interest groups and legislators are important. In addition, when we were able to test for more specific elements of bureaucratic regulators, such as their power and authority, their resources, their accountability relationships, and their inputs into the process (e.g., insurance financial audits), we also find significant relationships to regulatory outputs and outcomes. While some of these elements of bureaucratic structures are no doubt partly endogenous to the broader dimensions of state interest group power and ideology, over time some of these elements probably make a difference on their own.

The findings for insurance and S&L regulation suggest that bureaucratic accountability relationships and resources are important for regulating corporate fraud and abuse of lenient regulations in a deregulatory environment.  In the current environment of Enron, this may be a good lesson for the regulatory oversight mechanisms that need to be in-place when industries are partially or fully deregulated.

The other variables that are tested in some of these studies vary in influence. Sometimes, though not always, the current price or fees charged in a regulated industry influence policy; sometimes, but again not always, the level of need, as in environment regulation, influences policy. Measures of broad economic differences, like unemployment and average income, sometimes influence policy. Generally, this suggests that non-political factors are sometimes important, but less consistently influential than the range of interest group, electoral and bureaucratic factors noted above. 

Overall, these results suggest that when a single interest group is dominant, as in occupational licensing and trucking, state policy outputs tend to support those groups, as in capture theory.  When the external environment is more pluralist, however, the influence of institutional actors becomes more significant in mediating and assessing their arguments.   Legislators and bureaucrats appear to be the most influential state actors, at least in terms of how we can measure them.  

Explicit Legislative and Executive Oversight

While scholars are trying to learn more about the role of legislatures and other institutions in state regulatory politics, state actors are imposing various reforms, especially since the mid-1990s. In particular, several states established central offices or processes to review new regulations more carefully, providing a greater level of political/electoral oversight over bureaucratic regulators. To some degree, this works in parallel to federal efforts, especially by recent Presidents in their Executive Order efforts to give OMB (and OIRA) greater oversight powers.  In some cases, it also provides a state-level equivalent to the 1994 Republican Congress’ “Contract with America” effort to increase cost-benefit analysis, oversee agency decisions, and reduce regulatory burdens, as partially codified in the 1996 Congressional Review Act.

Perhaps not surprisingly, the states that have followed this mid-1990s effort to oversee regulations more were initially led by Republican Governors, who instituted, or expanded, these oversight bodies, including Pete Wilson in California, John Engler in Michigan, and George Pataki in New York.  In 1995, Pataki established the Office of Regulatory Reform in the governor’s office, to centralize and stream line regulatory decision-making.  This office pulled together some predecessors, going back to a permit assistance program from 1979 and to a 1983 Office of Management Assistance established by then-Governor Cuomo.  Wilson issued an Executive Order in 1995 to require all state agencies to “develop process for planning all regulations, regulatory policies, goals and objectives in a rulemaking calendar,” which is supposed to help clarify their primary goal and show how regulation achieves this, consider alternatives to their policy, and estimated costs to develop and implement regulation. 

A few state legislatures have mandated continuous or one-time reviews of state regulations, including Virginia, Arizona and Massachusetts (Hahn 2000).  These legislative reviews lead to the analysis of thousands of specific state regulations and, on average, legislatures then repealed 20-30% of the regulations analyzed, modified another 40%, and left about 30-40% unchanged.  This suggests that significant inertia can be built up in regulatory policies, giving individual legislators an incentive to take credit for cutting them back or out.

Sometimes, state institutions have worked together to organize regulatory oversight and reform. For example, in Michigan, Governor Engler established a Governor’s Office of Reguatory Reform by Executive Order in 1995, which the legislature then institutionalized by statute in 2000.

Thus, in some large states, interested actors are addressing regulatory reforms through the types of electoral and bureaucratic institutions that the studies discussed in this paper find to be most influential.  However, most of these efforts have taken place in larger states and/or states with more professionalized legislatures.

Conclusions

As with Congress in federal level studies, prior state studies, and the new studies presented here demonstrate a significant role for state legislatures in many areas of regulatory policy. Even when regulatory bureaucracies have been established to be fairly insulated and independent, as with PUCs, we can detect legislative influence in quantitative studies. Legislatures show influence over environmental regulation, hospital regulation. In other cases, legislatures appear to give professionals the right to essentially  “self-regulate.”

But, the results also demonstrate that regulatory bureaucracies are not completely swayed by legislators, interest groups, or other factors. When, measured well, the structures and resources of bureaucratic agencies influence policy outcomes, usually in the hypothesized manner.

These findings suggest that political scientists have more to learn about legislative-bureaucratic interaction, and that further studies are likely to be productive if they can find sharper measures of influence and interaction. The best strategy might be to look to state legislative committee activity, a resource-intensive research effort, but one that seems to be the next appropriate step in this line of research. In addition, more research on state legislative efforts to oversee and centrally coordinate regulatory policy should be productive.
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	Number of Commissioners 

In a State


	0.0088322**
	0.002626
	3.36

	Revolving Door Hypothesis


	0.052173***
	0.0075181
	6.94

	Statutory Requirements 

For PUC Commissioners


	-0.0103948*
	0.0057893
	-1.80

	State PUC as a Legislative Arm


	0.528246***
	0.0107862
	4.90

	Bureaucratic Independence


	-0.0093605
	0.0096678
	-0.97

	PUC Authority I. (Rates & Facilities)


	-0.0068129***
	0.0017737
	-3.84

	PUC Authority II (Accounting & Audits)


	-0.0229961***
	0.0060851
	-3.78

	PUC Authority III

(Financial & Corporate Regulation)


	-0.0040352**
	0.0018119
	-2.23

	Yearly Differences 

In Telephone Penetration Rates


	-0.0152261***
	0.002319
	-6.57

	Unemployment Rates (t-1)


	-0.0116147**
	0.0036592
	-3.17

	Dem/Rep. Lower House

 
	0.0012981
	0.0027883
	0.47

	Dem/Rep. Upper House


	0.0003797
	0.0025181
	0.15

	Governor Percent Vote


	-0.0012305
	0.0009584
	-1.28

	Party Affiliation of Governor


	0.0006737
	0.0038633
	0.17

	State Office in D.C.


	0.0490459**
	0.159504
	3.07

	Citizen Ideology 


	-0.0009456**
	0.0004233
	-2.23

	Constant 


	2.517996***
	0.257699
	9.77

	Number of Cases: 364
	     R2 : 0.2485
	Probability  > (2  : >.001

	*** significant at .001                             ** significant at .05                     * significant at .1


Table 3. Electricity Res/Biz Price Ratio, 1973-1995

	Independent Variable


	Theory
	Coefficient and PCSE 

	GOVERNOR


	+
	0.0006

(0.004)

	LEGISLATURE


	+
	0.0398***

(0.009)

	SELECTION


	+
	0.0285**

(0.12)

	PUCs


	(
	-0.0073

(0.027)

	INDUPOWER


	(
	-0.0222

(0.069)

	CITIZEN


	+
	0.0012

(0.002)

	Constant


	0.607

(0.02)

	N = 1052




**p<.05

***p<.01

Table 4.  Electricity Deregulation, 1995-99

Event History Analysis Model  

	Independent Variables  
	Theory
	Maximum 

Likelihood 

Estimate

	Professionalism 

Of 

State Legislature
	+
	3.37**

(1.37)

	Professionalism of  PUC


	+
	2.76***

(0.96)

	Manner of 

Selecting 

Commissioners
	+
	0.273

(0.41)

	Election Cycle


	+
	-0.502

(0.47)

	Demand of Industrial Users


	+


	-0.020

(0.03)

	Development of Nonutilities 


	+
	0.021*

(0.013)

	Electricity Price


	+
	0.317**

(0.152)

	Effect of Nearby States


	+
	-0.939

(0.928)

	1997
	
	0.89

(0.66)

	1998
	
	1.14

(0.71)

	1999
	
	1.91**

(0.79)

	Constant 
	
	-5.72

(1.41)

	N
	
	156

	-2xLog Likelihood
	
	87.6

	Chi 2
	
	42.9 (11 d.f.)

	Pseudo R-sq
	
	0.33


           *p< .1,    **p<.05,     ***p< .01

Table 5.  Insurance Liquidations, 1987-1997

	Table 3: Zero-Inflated Poisson Regression Model: Liquidations, 1987-1997

	Variables
	Poisson
	Logit

	Elected Commissioner
	-0.2872*

(0.1213)
	-0.7892*

(0.3797)

	Divided Government
	-0.5815**

(0.1473)
	-0.4720

(0.3895)

	Elected Commissioner*Divided Government
	-0.0617

(0.6300)
	-0.4605

(2.4150)

	Budgetary Resources per Domiciled Firm
	0.0434**

(0.0085)
	0.0206

(0.0231)

	Financial Exams Conducted
	-0.0030**

(0.0004)
	-0.0097**

(0.0034)

	Influence of State Insurance Industry
	-4.5804**

(0.5889)
	-2.5375*

(1.2602)

	State Population
	0.0004

(0.0009)
	-0.0047

(0.0036)

	Number of Firms Domiciled in the Statea
	----
	0.0005

(0.0009)

	Constant
	-2.7724**

(0.1564)
	0.2603

(0.5105)

	-2(Log Likelihood) = 1601.34

ZIP (2(17) = 344.32**

V(ZIP v. PRM) = 2.63

Wald (2(19) = 39.41**


· p < 0.05; ** p < 0.01 (one-tailed). 

· N = 523, with 209 nonzero and 314 zero observations. Note also that coefficients for ten (1988-1997) temporal dummy variables not reported. 

a This is the scale variable in the Poisson model.

Table 6.  Logit Analysis of Savings and Loans Failures, 1989
	Independent Variables 
	1. FULL MODEL All S&Ls in the United States 
	2. All S&LS with a dummy variable for Texas location
	3.  S&Ls, excluding those located in Texas

	STATE CHARTERS
	 2.28 ***

(0.33)
	0.61 *

(0.37)
	-0.52

(0.42)

	REGULATORY ACOUNTABLTY
	0.52 ***

(0.07)
	0.30 ***

(0.07)
	0.16 **

(0.08)

	MUTUAL OWNERSHIP
	-0.57 ***

(0.09)
	-0.77 ***

(0.09)
	-0.60 ***

(0.09)

	S&L ASSETS

(thousands)
	0.12 

(0.26)
	0.08 

(0.28)
	0.24 

(0.27)

	STATE (or Fed) UNEMPLOYMNT
	0.001

(0.001)
	0.001

(0.001)
	0.001

(0.001)

	GOVERNORS PARTY ID
	0.31 **

(0.13)
	-0.16 

(0.12) 
	-0.08

(0.18)

	LEGISLATIVE PARTY ID
	-0.34 ***

(0.07)
	 -0.07

(0.07)
	-0.03 

(0.07)

	BRANCH OUT
	0.14

(0.16)
	0.18

(0.16)
	0.18

(0.16)

	BRANCH IN
	-0.03

(0.14)
	-0.03

(0.14)
	-0.007

(0.15)

	TEXAS
	 NA
	1.94 ***  (0.16)
	  NA

	CONSTANT
	-3.95 ***

(0.50)
	-2.50 ***

(0.54)
	-1.59 **

(0.58)

	N = Sample size
	3816
	3816
	3289


Table 7.  Logit Model of State Hospital Certificate-of-Need Regulations, 1974-1995

	Independent Variables
	Coefficient and Standard Errors

	INTERESTS (number of Hospital Interests active)
	0.081 **

(0.043)

	UNINSURED Citizens
	-0.032

(0.021)      

	PHYSICIANS per 100,000 population
	-0.0051***

(0.0017)      

	PID State HOUSE
	0.055 ***

(0.013)

	PID State SENATE
	0.036 ***

(0.012)

	EDUCATION of Citizens
	0.041 ***

(0.015)

	INCOME of Citizens
	0.129 ***

(0.032)

	Average Per Diem Hospital Charges


	               0.0011 ***

                 (0.0002)

	CONSTANT
	-9.7642 

(1.56) 

	-2 Log Likelihood = 602.6
	84% of cases correctly predicted

	Cox & Snell R-Squared = .326
	N = 750

	*p<.10; **p<.05; ***p<.01
	


Note: We do not report the coefficients for dummy variables for each year.

Table 8. Various State Regulations for Lawyers, 1996

	Independent Variables
	Coefficient

(Standard Errors in parentheses)

Entry Barriers
	Bar Exam Fees
	Continuing Legal Education Hours

	ABA Membership Percentage


	.0016

(.008)
	-11.36*

(5.57)
	-.02

(.095)

	Average Lawyer income
	43.88*

(18.86)
	-244.67

(165.64)
	.02

(.02)

	Population per lawyer
	-.001

(.001)
	.273

(.782)
	-.02**

(.009)

	Lawyers as percentage of state legis.
	-.0078

(.016)
	10.31*

(4.78)
	.06

(.09)

	Law Degrees as percent of pop.
	2.25***

(.61)
	-507.56

(394.74)
	.176

(7.19)

	Lawyers as percent of workforce
	-1.76E-08

(5.1E-07)
	288.39*

(135.58)
	-10.85*

(5.24)

	Per Capita Income
	-.000037

(4.21)
	-.051

(.03)
	-7.58E-08

(2.13E-07)

	Constant
	1.64

(1.02)
	1079.72

(572.99)
	1.787

(5.61)

	Adj. R-Squared
	0.28
	 0.35
	0.29


 ***p 

   **p 
     *p 

N = 50

Table 9.  Strictness of State Medical Doctor Licensure (1986, 1989, 1991)

	
	
Coeffi-cient
	
S.E.
	
t

	Board Dependence
	-1.823
	0.625
	-2.91**

	Strength of Medical Association
	0.025
	0.011
	2.19*

	Elderly
	-0.187
	0.237
	-0.79

	Health Expenditures
	-0.006
	0.015
	-0.38

	Balanced Budget
	-2.600
	2.028
	-1.28

	Legislative Professionalism
	0.468
	1.452
	0.32

	Leg. Prof. * 
Strength/Med. Assn.
	-0.004
	0.011
	-0.34

	Leg. Prof. *
Elderly
	-0.055
	0.098
	-0.57

	Leg. Prof. *
Health Expenditures
	0.003
	0.006
	0.44

	Governor’s Power
	-0.152
	1.064
	-0.14

	Governor’s Power *
Strength/Med. Assn.
	-0.009
	0.006
	-1.54

	Governor’s Power *
Elderly
	0.000
	0.079
	0.00

	Governor’s Power *
Health Expenditures
	0.003
	0.006
	0.45

	Balanced Budget *
Health Expenditures
	0.196
	0.162
	1.21

	Public Board Members
	0.509
	1.749
	0.29

	Board Dependence *
Public Board Members
	7.189
	3.228
	2.23*

	Constant
	2.606
	3.126
	0.83

	N: 134
F(16, 117): 2.48
Prob > F: 0.003
Adj. R-Square: 0.15
	
	
	


*: sign. at 0.05

**: sign. at 0.01

Table 10.  Logit Estimates for Event History Analysis Model of EPA SIP Approval

	Variable
	Model 1

	Constant


	12.908***

(.770)

	SO2 

Emissions
	.003

(.002)

	Manufacturing

Ratio
	-1.204

(4.106)

	Democrat seat

Percentage
	2.423*

(1.41)

	Air Quality

Budget Ratio
	-34.858

(49.334)

	Nearby state

Effect
	3.868***

(1.501)

	1995 Maturation

dummy
	-16.524***

(1.138)

	1996 Maturation

dummy
	-16.624***

(1.709)


Coefficients are from Logit estimation.  Robust standard errors are in parentheses. 

N=116. 
*p<.01  ***p<.001

Model summary:






Log likelihood
         
          -43.702




Wald Chi Square         
641.61




Significance level       
  
    0.00

Correctly predicted (%)
  83.62




Pseudo R-square 
   
    .442


Table 11.  Groundwater Protection Regulation

	PRIVATE 
Independent Variables

	PRIVATE 

	B
	S.E.
	Exp(B)

	PRIVATE 
Need/Problem Severity:
	
	
	

	#PRIVATE 
 Haz. Waste Sites Per Cap
	  1.48
	  1.14
	      4.40

	PRIVATE 
Level of Pesticides in GW
	 -0.01
	  0.09
	      0.98

	% of Pop Served By GW
	 -0.19
	  0.09**
	       0.82

	Institutional Factors:
	
	
	

	LCV Scores
	 -0.22
	  0.10**
	0.79

	% of Budget Spent
	 -1.04
	  1.51
	0.35

	State Fiscal Health
	 -0.001
	  0.00
	0.99

	Legislative Professionalism
	  0.91
	  1.07
	2.49

	
	
	
	

	Strength of Interest Groups:
	
	
	

	Manufacturing Ind. Strength
	 -4.32
	  2.20*
	0.01

	
	
	
	

	Mining Industry Strength
	 -2.83
	  1.31**
	0.05

	
	
	
	

	Strength of the Agricultural Community
	  0.74
	  0.35**
	2.11

	
	
	
	

	Environmental Group Membership
	  0.27
	  0.49
	1.31

	
	
	
	

	Contextual Factors: 
	
	
	

	Public Opinion Liberalism
	   0.22
	  0.16
	1.25

	
	
	
	

	Regional Influences: 
	
	
	

	Neighbors With Innovation.
	  3.22
	  1.59**
	8.06

	
	
	
	

	Constant
	 48.92
	23.47
	

	Chi-Square(Significance)
	25.10

(.02)
	
	

	N=
	226
	
	


*** Significant at the 0.01 level      ** Significant at the 0.05 level   *Significant at the 0.10 level
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