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Abstract

Leech, Baumagartner, La Pira, and Semanko (2002), using new measures of policy energy based on committee hearings, found that this demand variable has a significant and positive impact on lobbying activity.  This work is a major contribution to the study of interest mobilization given limited prior work on the energy component of the ESA model (Gray and Lowery 1996a).  Still, because of the nature of the Washington interest community, Leech and her colleagues were compelled to employ a research design that could not account for several rival hypotheses.  We discuss this problem and build on Leech et al’s work by conducting comparable analyses on state interest communities using a new measure of policy energy.  Our results largely confirm their conclusions and provide valuable insight into the factors shaping the composition of state interest communities.  Moreover, they do so in a manner that both allows us to rule out several potentially confounding effects and to assess their generalizability and robustness in the face of alternative measures of key concepts and application in a variety of contexts. 

Legislative Agendas and Mobilizers of Interest Advocacy:

Understanding the Demand-Side of Lobbying in the American States

Over the last decade, efforts to understand the mobilization of organized interests has turned away from focusing on their internal traits to assessing the environmental forces that influence the supply of lobbying organizations and the demand for their services.  Much of this work has been conducted using Gray and Lowery’s (1996a) energy-stability-area (ESA) model of interest system density.  The area or space term of the model reflects the supply of interest organizations available for lobbying.
  That is, polities, issue sectors, or interest guilds with higher numbers of potential members are better able to support larger numbers of organized interests than those with fewer.  The energy term of the ESA model reflects the demand for lobbying.  Since lobbying is a costly process, organizations in society, whether realized or latent, do not automatically become interest organizations unless they have an interest at stake in public policy (Salisbury 1994, 12-13).  Energy, then, reflects both the interests that organizations might have at stake in the policy process and their uncertainties over policy outcomes.  Together, the area (supply) and energy (demand) variables are expected to define the carrying capacity of political systems for organized interests, thereby determining how dense interest communities can be.

Unfortunately, empirical analysis has provided far more support for the supply hypothesis than for expectations about the role of political and policy energy.  The area term of the ESA model has received strong empirical support in research on the density of both state (Lowery and Gray 1995) and federal lobbying communities (Nownes 2003).  Studies of the mobilizing effects of interest system energy have produced, however, far less consistent results.  In large part, this has been a function of the lack of appropriate measures.  Longitudinal studies of the federal lobbying community have not included explicit measures of policy energy (Nownes 2003).  While some interest guild-specific tests of the ESA model with state data have found strong support for the mobilizing effects of policy and political energy (Lowery and Gray 1995), the lack of measures that are valid across guilds has stymied efforts to examine their influence on interest system density more widely.  Prior efforts to assess the role of energy in the mobilization of state interest organizations across different kinds of substantive interests using obviously less than valid measures and/or partially specified models have produced very inconsistent results (Lowery and Gray 1998).  Exploring a key element of the ESA model, then, has proven elusive.


An important step toward addressing this problem has been taken recently in work by Leech, Baumagartner, La Pira, and Semanko (2002) on the Washington interest community.  Using a new measure based on committee hearings, they found that policy energy has a significant positive impact on lobbying activity.  Still, because of the singular nature of the Washington interest system, Leech and her colleagues were compelled to employ a research design that leaves many questions unanswered.  We address these problems in this paper by conducting comparable analyses on state interest communities using a new measure of policy energy.  


Our use of state analysis to assess an important question in the study of organized interests provides a good example of how we can exploit the additional variance provided by the states on key concepts of interest to the discipline more generally to assess the robustness of important hypotheses about politics.  In addition to the methodological advantage of a state-level approach, our analyses provide insight into contextual factors shaping the composition of state interest communities both individually and generally.


In the first section, we discuss Leech et al’s work, the problems that arise from their research design, and how analysis of state interest systems might address them.  We then present the state tests.  We summarize the findings in the conclusion and discuss their implications for understanding the role of political and policy energy in determining levels of lobbying activity.  

Two Problems in Studies of Interest System Energy


Leech et al (2002) conduct a number of tests of variables reflecting the supply and demand for lobbying activity in Washington in the late 1990s.  Their core analysis entails regressing the frequency of lobbying reports and use of contract lobbyists – their two measures of lobbying activity – on independent variables reflecting the supply of and demand for organized interests.  The key supply measure is the number of firms in society associated with each interest guild.  The key demand indicator is the frequency of Congressional hearings on issues of concern to each guild.  Thus, the analysis is fundamentally cross-sectional in design where interest guilds or sectors are the units of analysis.  Their results appear very strong.  That is, both the supply and demand variables have very powerful effects on their two measures of lobbying activity.  Still, there are two problems with the findings of Leech and her colleagues that leave us less than fully certain about their substantive conclusions.  Before considering these concerns, we must first note that we do not consider these problems to be “mistakes” or “errors.”  Rather, they largely arise from the limitations inevitably imposed by focusing on the single interest community in Washington.  In the end, we hope that our analysis of similar models with state data will allow us to assess whether or not these constraints influence their substantive conclusions.  

First and most importantly, because they examine the Washington interest community, Leech et al were compelled to use a cross-guild research design.
  The units of analysis were different interest guilds, such as agriculture, finance, law, and so on.  Variations in the number of firms in society and hearings across these guilds were hypothesized to influence variations in their numbers of lobbying reports and use of contract lobbyists.  Unfortunately, however, these guilds are highly heterogeneous in terms of the two independent variables.  Research at the state level indicates that interest guilds vary markedly in terms of how productive they are in terms of generating interest organizations from a given number of firms in society (Lowery, Gray, Anderson, and Newmark 2002; Lowery, Gray, and Fellowes 2002).  The participation rate of firms in lobbying – the proportion of firms in a state that register to lobby – varies over nearly four orders of magnitude across the guilds.  Moreover, the nature of the response of the size of the several guilds to the area term of the ESA model varies markedly; the responsiveness of many guilds is highly curvilinear or density dependent, while others are not.  Thus, the strong relationship Leech et al find between their supply variable and lobbying activity may well better reflect this cross-guild variation in the productivity of interest organizations than the hypothesis they purport to test.  In short, comparisons of the effects of the area or supply determinants of lobbying activity across guilds introduces considerable unaccounted for heterogeneity in the key “supply” independent variable of Leech et al’s specification.  The extent of this problem remains unclear. 

The same is true, if perhaps to a lesser extent, of their hearings variable, their key measure of energy or the demand for lobbying.   It is well known that the organizations representing some guilds – particularly those guilds comprised of citizens’ groups (Berry 1999, 19-25) – are more likely to provide testimony in legislative hearings than others.  Conversely, business interests typically rely on testifying in hearings to a much lesser extent.  The reasons for this probably lie in the social desirability of discussing different kinds of issues in public.  Similarly, we might expect some kinds of issues to be more frequently discussed in hearings than others.  To some unknown extent, then, the strong relationship Leech et al find between lobbying reports or use of contract lobbyists and hearing frequency may result more from variations in baseline propensities to hold hearings across the issues different guilds are concerned about than to real variations in policy energy.
  Attention to the states may allow us to sidestep these potential problems arising from unspecified heterogeneity in the units of analysis studied by Leech and her colleagues.  That is, the states provide sufficient observations to employ a cross-state, within-guild design that controls for differences across guilds in both their productivity of lobbying activity from a distribution of organizations in society and the propensities of their issues to be subject to hearings.  In such designs, these potential confounds are constants.  


Second, the generalizability of the findings of Leech and her colleagues remains unclear.  This problem arises at two distinct levels.  First, filing lobbying reports and using contract lobbyists are not the only form of lobbying activity, and hearings are not the only indicator we might examine to assess the degree of energy in the policy process creating demand for lobbying.  Lobbying and the policy process are multifaceted.  Turning to the states and different measures of both lobbying activity and energy may allow us to assess how well or how poorly Leech et al’s measures of key terms of the ESA model reflect its core concepts.  Second and more generally, the Washington setting obviously constitutes only a single interest community.  Testing similar models in the variety of contexts provided by the 50 states may allow us to assess whether the Washington findings are exceptional or typical of interest systems more generally.  In short, attention to the states will enable us to assess the robustness of the findings reported by Leech and her colleagues in terms of both alternative measures and different contexts.

Testing the Demand Side of Advocacy

Data and Operationalizations
Our dependent variable is lobbying activity.  Leech and her colleagues (2002) measure lobbying activity by either the number of lobbying reports filed by organized interests, as required by the Lobbying Disclosure Act of 1995, or the use of contract lobbyists.  Neither of these measures of lobbying activity is available in a form comparable across all of the states.  We opt instead for the number of lobbying registrations across different interest sectors or guilds in the states.  This measure would not be a valid indicator of political activity if, as seems to be the case with federal lobby rolls (Leech et al. 2002), registrations were highly stable over time.  But this is clearly not the case with state lobby registrations.  While the overall density of state interest communities is relatively stable over time, their composition is not.  Interest organizations frequently move on and off state lobby registration rolls as specific issues wax and wane (Gray and Lowery 1995).  For example, 17.354 percent of the interest organizations registered to lobby in the states in 1997 were not registered in 1998.  Conversely, of those registered in 1998, 27.482 percent were not registered in 1997.  Thus, there is considerable churning in state interest communities.  Further, registering to lobby is the most basic, general form of participation in the policy process.  Lobby registration subsumes most other forms of participation, including participation in legislative hearings, direct lobbying of individual legislators, or the hiring of contract lobbyists. 

We measure interest activity with the number or density of lobby registrations by interest guilds in 1997.  The state lobby registration data we employ have been described more fully elsewhere (Gray and Lowery 2001).  Briefly, however, lobby registration lists were gathered by mail or web page from state agencies responsible for their maintenance.
  After purging the lists of state agencies in states requiring their registration, organizations registered to lobby – rather than individual lobbyists – were coded by organizational type (membership group, institution, or association) and interest content (26 guilds of substantive interests) using directories of organizations and associations and the web pages of individual organizations.  A second coder then examined the coding assignments with discrepancies resolved via discussion between the two coders.   Only 1.58 percent of the 35,928 organizational lobby registrations in 1997 could not be coded by type or substantive interest.  

Not all of the registration data could be used in our analysis.  Of the 27 categories of interest guilds in the population, we excluded several smaller guilds or economic sectors because they could not be readily linked to a guild-specific component of GSP, our measure of the area or supply term of the ESA model.  These included the 2,455 organizations in the military/veterans, good government, tax, environment, religion, women’s issues, and civil rights guilds.  Similarly, the small business (2,276 lobby registrations) and the services-of-business (2,216 organizations) guilds were excluded because of their extreme issue diversity, which made it difficult to identify their discrete interests in the bills being considered by state legislatures.  Second, the very small police/fire guild was combined with the local government interest guild.  In the end, we analyze 15 interest guilds representing the following substantive interests: health (4,835 registrations), finance (2,370), construction (1,142), hotels (596), manufacturing (4,192), communications (1,327), legal (809), transportation (1,076), insurance (1,986), natural resources (1,344), utilities (1,240), agriculture (809), education (2,147), local government (2,303), and sports (1,170).  In 1997, the 15 guilds represented 76.09 percent of all state lobby registrations.  In contrast, Leech and her colleagues (2002) examine a larger number of issue areas – our guilds – in their analysis given their more refined coding of bill topics and organizations.  While the number varies with the precise specification they employ, their core analysis employing lobbying reports as the dependent variable examines 21 issue areas over two years for a total of 42 issue-year observations.  


The independent variables are the area and energy terms of the ESA model (Lowery and Gray 1995).  The area term of the model addresses the “supply” of interest organizations provided by society.  As the potential membership of an interest guild increases, it is expected to support a larger number of lobby registrations.  But this relationship is expected to be curvilinear or density dependent.  That is, the rate of growth of lobby registrations in response to increases in the size of the potential membership of a guild is expected to slow as the size of the potential membership becomes larger.
  Leech et al (2002) measure the potential size of the membership of a guild by its number of associated firms in society.  As expected, they find a strong positive association between numbers of firms in a guild and number of lobbying reports.  But because they analyze this supply factor for only one interest community, they are not able to test the within-guild density dependence effect across interest systems of different size.
  

Gray and Lowery have used a variety of measures in polynomial specifications to test the density dependent impact of variations in the size of the potential membership of interest guilds across states.  These include very narrow indicators that are highly specific to each guild 
 (Lowery and Gray 1995), intermediate measures such as the number of firms associated with each guild (Lowery, Gray, and Fellowes 2002), and highly aggregated measures such as total GSP in a state (Lowery and Gray 1998).  All produce very similar findings.  The choice among them largely depends on the degree to which one wishes to compare across the guilds and the availability of data at different levels of aggregation.  In this analysis, we need to assess the relationship between the size of the potential membership of guilds and lobby registrations across states and guilds.  We opt, therefore, for an intermediate measure of the size of the potential membership of the 15 guilds: the 1997 gross state product (GSP) generated by each guild in each state.  Guild-specific GSP is strongly correlated with the number of firms in a state associated with the guilds’ interests (Lowery, Gray, and Fellowes 2002), another intermediate measure of the area term of the ESA model.
  However, guild-specific GSP is available at lower levels of aggregation than is number of firms.  Therefore, to maximize the number of interest guilds retained in the analysis, we opted for the guild-specific GSP.  Guild-specific GSP is included in a polynomial specification where its nominal value is expected to have a positive association with number of lobby registrations and its squared value is expected to be negatively signed indicative of density dependence.


While the area or supply term is a necessary control variable in this analysis, we are especially interested in the “demand” for lobbying represented by the energy term of the ESA model.  Leech and her colleagues (2002) use two variables to tap the political energy underlying mobilization – federal spending and the number of Congressional hearings of interest to each guild.  They found insignificant and often incorrectly signed estimates for the spending measure.  Leech et al provide an extended discussion of why dollars provide a poor indicator of political interests across guilds.  But Leech and her colleagues also found that number of hearings has a strong positive association with both number of lobbying reports and use of contract lobbyists, findings that constitute the central contribution of their analysis.  

Lowery and Gray (1995) use two measures of the energy underlying the mobilization of state interest organizations.  The first is interest uncertainty.  As party competition increases, the likelihood of sudden policy change increases.  This uncertainty should encourage both those favored by current policy as well as those disadvantaged by the status quo to engage in political activity.  Lowery and Gray tap interest uncertainty with a folded Ranney index of party competition.  To date, this variable has generated very mixes results (Lowery and Gray 1995; 1998).  Still, we employ the same measure in this analysis.  We measure party competition with a folded Ranney index for the 1995-1998 period.  Since this measure is inversely coded, negative coefficients indicate that party competition promotes mobilization. 


Lowery and Gray’s (1995) second energy measure concerns constituent interest, the specific concerns of a guild that are its focus for lobbying.  While they found strong support for the mobilization effects of constituent interest, the very specific indicators they employed do not allow for comparisons across interest guilds.  What we need, then, is a measure of the policy concerns of organized interests that is comparable across state interest guilds in the same manner that Leech et al’s measure of hearing frequency is across guilds operating in Washington.  Several recent innovative measures of state agendas were initially considered.  Ferguson (1996), for instance, developed a measure of the governor's legislative agenda in all fifty states through a content analysis of the 1994 "state of the state" speeches.  Similarly, Fording, Woods, and Prince (2002) analyzed thirty-seven "state of the state" speeches made in 1999, and identified nine different policy initiatives pursued by governors in those speeches.  Perhaps the closest fitting measure of state agendas with our research needs is the recent Herculean effort by Gerald Wright to collect the roll call data for all 7,424 legislators between 1999-2000 (Wright and Windburn 2002).  While each of these measures of state legislative agendas have evident virtues, our analysis requires a measure of legislative activity in fifteen different issue areas, a level of specificity that is not reached by extant measures.  Further, we required a measure of the entire state legislative agenda, and not only bills of high priority to governors or those that legislators called for roll calls.  For these reasons, we built on the measurement strategy originally pioneered by Bowling and Ferguson (2001).  


Our measure of constituent interest assesses the size of the issue agenda of each guild as indicated by the number of bills considered in state legislatures in 1997 tapping issues of concern to it.
 

The bill count data was collected from the "State Full Text of Bills" database on Nexis Academic Universe.  The database is maintained by LexisNexis, a division of Reed Elsevier Inc, and is available for a fee at http://www.nexis.com.  The database contains bill text files for all bills considered by each statehouse in a calendar year and provides a separate listing for each revised version of a bill in the database.  For example, Alabama House Bill 175, which appropriated $4,564,831 to the Department of Public Health in 1997, was listed five times in the database: one entry was the introductory version, three were revisions, and the fifth was the enacted bill.  Each bill is assigned a set of subject codes at the time of consideration.  In most cases, we used these search terms to code the number of times that a state bill was considered with content germane to each guild’s interests.  Alternative coding modes were considered, including keyword text searches and bill summary searches.  But these were deemed to be unfeasible or unreliable because of database limitations.  In some cases, our guilds include somewhat disparate subsets of interest organizations.  In general, the database’s subject listings correspond very well with our guild names.  For example, its “health” and “agriculture” search terms matched well our health and agriculture guilds.  Still, we created additional subject search terms in cases where the provided search terms did not include a term corresponding with our guild names.  The finance guild, for example, includes both banks and real estate organizations.  In such cases, we employed multiple search terms – up – terms to tap this diversity of substantive interests of interest guilds.
  

Three issues concerning our measure of the size of the policy agenda facing each interest guild deserve further comment.  First, we do not believe that the search terms provide a comprehensive count of all of the bills the several guilds attend to as they lobby state legislators.  Rather than a comprehensive count of bills, the measure is designed to tap variations in legislative activity across states and across guilds.  After reviewing the issue counts, we are quite confident that they serve well in tapping this variation within guilds and across states.  States with substantial natural resources, for example, generated much higher bill counts than those without oil, natural gas, or mining industries.  Second, however, some of the coding assignments surely provide more valid representations of the issue agendas facing some guilds than others.
  Perhaps the most problematic guild is manufacturing.  The “manufacturing” subject code extracted relatively few pieces of legislation when it is obvious that manufacturing interests are incredibly diverse and certainly include more than just bills mentioning our single search term.  Still, the manufacturing bill count easily distinguished states with large manufacturing sectors from those with little manufacturing.  Moreover, excluding this guild had almost no impact on the findings presented below.  Third, as noted earlier, some bills are coded more than once if they were revised as they moved through the legislative process.  Rather than a drawback, we view this aspect of the coding scheme as quite appropriate for our purpose.  That is, the attention of organized interests should be heightened as bills proceed further on the road toward becoming law.  Our coding scheme taps this greater energy.  The average guild in the average state generated 98.70 bill counts with a standard deviation of 155.17.  

Our specification of the ESA model includes two area variables – guild-specific GSP and its squared value – and two energy variables – party competition and the size of the policy agenda of concern to each guild.  We test this specification with three models.  The first is directly comparable to the analysis of Washington lobbying conducted by Leech and her colleagues (2002).  That is, the analysis is a within-state, cross-guild design where the size of each guild in a state is a function of variations across the guilds in guild-specific GSP and guild-specific agenda size.  The number of observations in these 50 models is 15, representing the 15 interest guilds in our analysis.  Because each of the 50 states is analyzed separately in these models, party competition is a constant and the effect of within-guild density dependence is no longer relevant.
  Thus, these models include only the GSP and agenda size variables.  The second set of analyses examines 15 within-guild, cross-state models comparable to those used by Lowery and Gray (1995).  The units of analysis in these models are the 50 states.  All four variables are included in these models.  The final set of analyses examines pooled cross-state, cross-guild models.  In some of these models, the party competition variable is excluded because its effects are subsumed under the effects of state dummy variables included to control for heteroskedasticity arising from pooling.  

Findings
Table 1 presents the 50 within-state, cross-sector results – one for each state – using the abbreviated version of the ESA model discussed earlier.  These models closely approximate that used by Leech et al. (2002) at the national level, although we employ somewhat different measures of all of the variables.  The GSP term of the model is signed correctly in all 50 state regressions, and 40 are significant at the 0.10 level or better, a result that is not inconsequential given that the estimates were generated with only 12 degrees of freedom.  Interest guilds drawn from economic sectors with larger GSP values generate more organizational lobby registrations.  We are more interested, however, in the energy term of the model, as measured by the size of the policy agendas before state legislatures.  These results are much weaker, although still broadly consistent with the findings reported by Leech et al.  The agenda size coefficients are signed correctly in 48 of the 50 state regressions.  Eighteen of these are significant at the 0.10 level; nine more are larger than their standard errors.    

We have argued that the simple model tested in table 1 may not adequately account for the heterogeneity of the interest guilds’ responses to the area term of the ESA model.  A given level of GSP (or firms in Leech et al.’s specification) may be associated with higher rates of mobilization of organized interests in some guilds than others.  If true, this suggests that a cross-state, within-guild specification might better tap the influence of political energy on mobilization rates.  Results for this specification for each of the 15 guilds and using the full ESA model are presented in table 2.  The linear GSP term is positive as expected and highly significant in all 15 models.  The curvilinear term – designed to tap density dependence in crowded interest communities – proved so highly collinear with the linear term in two models (utilities and local government) that distinct estimates could not be obtained.
  That is, the sizes of these interest guilds exhibit a simple linear relationship with sector GSP with little or no density dependence.  The GSP-squared term is negative as expected for the remaining 13 interest guilds and significant at the 0.10 level or better for 10 of them.  Thus, the area or supply hypothesis of the ESA model is strongly supported by the results reported in table 2. 

The results are less strong for the energy term.  In this specification, we have two energy terms.  The first addresses the level of party competition, as inversely measured by the folded Ranney index.  While 12 of the 15 party competition coefficients are negatively signed as expected, indicating that lobbying registrations rise with levels of party competition, only 6 are statistically significant at the 0.10 level.  Turning to the second measure, only 6 of the 15 agenda size coefficients are signed correctly and significant at the 0.10 level or better.  Five others, however, are signed correctly.  Still, 4 of the 15 estimates carry the wrong sign.  That is, the estimates for the transportation, local government, welfare, and sport guilds indicate that having larger numbers of bills of concern before a state legislature actually generates fewer lobby registrations.  However, only one of these estimates (local government) would have been significant had two-tailed tests been employed.  While the overall patterns of results for both energy terms are broadly consistent with the expectations of the ESA model, they are also quite weak.  

One possibility, of course, is that the cross-state, within-guild specifications do not adequately account for heterogeneity across the states in much the same way that the models used in table 1 may not fully account for cross-guild heterogeneity.  It is also possible that the two sets of models – one estimated with 15 observations and the other with 50 – may lack sufficient statistical power to assess the role of political and policy energy in mobilizing lobby registrations.  We can address both of these problems by turning to pooled models in which the state-guild becomes our unit of analysis, providing us with 750 cases.
   The first model in table 3 addresses only the statistical power issue.  That is, the model includes only the four substantive variables of the ESA model.  All are signed as expected, and all are significant at the 0.01 level using robust standard errors.  

The remaining three models in table 3 address the estimation problem of pooling induced heteroskedasticity and the specification problem of cross-guild heterogeneity by including dummy variables for the guilds, the states, and both the guilds and states, respectively.  That is, in addition to addressing the problem of pooling induced heteroskedasticity, the dummies also capture the effects of variables not measured in the model that may account for differences in OLS intercepts across the states and sectors.  Additionally, the dummies may account for some of the inadequacies in our cross-guild measures of agenda size as discussed in note 8.  The second model in table 3 includes the four substantive variables and dummies for n-1 sectors or guilds.  While the estimates for these dummy variables are not shown, all four ESA variables again generate correctly signed and highly significant estimates.  The third model similarly addresses the problem of cross-state heterogeneity by including dummy variables for n-1 states.  Again, the estimates for these dummy variables are not shown.  The third model does not include the party competition variable given that it varies only across states and, thus, is fully captured by the state dummy variables.  More to the point, the estimates of the three remaining ESA variables are again correctly signed and highly significant.  The final results in table 3 were generated with a fully embedded model including both state and interest guild dummy variables.  Again, all three ESA variables are signed correctly and statistically significant at the 0.01 level.  In sum, the pooled analyses strongly support the expectations of the ESA model.  When all of the pooled results are taken together, they indicate that both the supply of (GSP and GSP-squared) and the demand for (party competition and agenda size) lobbying influence mobilization across states and guilds via lobby registration.   

Two other aspects of the pooled results merit note.  First, the R-square values of the models indicate that there is substantial variation in guild and state lobby registrations that is not accounted for in the models tested in tables 1 and 2.  That is, adding the dummy variables sharply increased the R-square values reported in models 2 and 3 when compared with the simple four-variable model reported in column 1.  Moreover, the state- and guild-specific sources of variation in numbers of registrations do not seem to overlap much; the R-square value of the pooled model is higher than that of the other two pooled models with dummy controls.  The dummy variables, of course, do not “explain” the variation they tap.  But they do suggest that the ESA model may not capture all of the forces governing mobilization.  Second, however, it is worth observing that the coefficients of the four substantive ESA variables do not change markedly as we move across the four pooled specifications.  So, while the ESA model does not capture all of the processes governing mobilization, the estimates from even under-specified models like those reported in tables 1 and 2 and the first column of table 3 are not likely to be seriously biased.  We will see in the conclusion that this has important implications for both our interpretation of the results of Leech and her colleagues and the need for further work on the supply of and demand for lobbying.  The consistency of the agenda size estimates across the pooled results also suggests that measurement error in the bill count indicator of energy across the guilds does not seriously bias our findings as suggested in note 12.  That is, the guild dummies in the pooled models should have picked up much of the differences among the guilds in the sensitivity of the search terms we used to generate the bill counts.  

How substantial are the energy variables in substantive terms?  Based on the first model of table 3, we would expect – by setting all variables at their means – the average guild in the average state to have 38.758 organizational members.  When the sector or guild agenda size is set one standard deviation below its mean, holding all other variables at their means, the expected size of the guild falls to only 26.499 members.  When the sector agenda size is set one standard deviation above its mean, holding all of the other variables at their means, the expected size of the guild increases to 51.016 members.  The difference between these two manipulated values is 24.517 members, or 61.504 percent of the standard deviation of guild size.  The difference between the predicted values of similar manipulations with the estimates of the fully embedded model in table 3 (ignoring the effects of the many dummy variables) is 11.793 members, or 29.584 percent of the standard deviation of guild size.  In sum, the size of the policy agenda of concern to an interest guild has a moderate impact on mobilization rates.  While statistically discernible, the impact of party competition is less substantial.  Again, when all variables are set at their means, the coefficients in the first model of table 3 suggest that the average guild in the average state will produce 38.758 lobby registrations.  When party competition is set one standard deviation above its mean, holding all other variables at their means, predicted guild size falls to 35.594 members.  When party competition is set one standard deviation below its mean, the expected size of the average guild increases to 41.922 members, ceteris paribus.  The difference between the two values is 6.328, or 15.876 percent of the standard deviation of party competition.  The difference between the predicted values of similar manipulations with the estimates of the second model in table 3 (again ignoring the effects of the many dummy variables) is 6.465 members, or 16.219 percent of the standard deviation of guild size.  While less substantial than the impact of agenda size, variations in levels of party competition across the states have a substantively important impact on lobbying activity.  

Conclusion


In their analysis of the Washington interest system, Leech and her colleagues addressed an important gap in research on the mobilization of organized interests emphasizing the environmental contexts in which mobilization takes place.  Their use of more valid and comprehensive measures of the energy or demand side of lobbying activity allowed for a more complete exploration of this side of the lobbying equation than found in any prior work.  However, we noted several concerns about their findings that arise from the specific Washington case they examine and the research design they were compelled to use.  In general, our analyses suggest that these problems, if not unfounded, do not appear to greatly compromise the inferences Leech et al draw.  Our pooled analyses of state data largely confirm their findings and provide further support of the ESA model of interest system activity.  


Several aspects of this general conclusion deserve to be highlighted.  First, the findings reported by Leech et al appear to be very robust in the face of using alternative measures of lobbying activity and interest system energy.  The density of interest guilds, like their measures of lobbying activity focusing on lobbying reports and the use of contract lobbyists, is strongly influenced by the supply of organizations available in society for mobilization and the political and policy energy motivating their participation in the policy process.  Moreover, political and policy energy, whether measured by hearings, party competition, or the size of the issue agenda facing an interest guild, seems to have a consistent impact on lobbying activity.  Second, the supply and demand focus of the ESA model seems broadly generalizable across research contexts.  The ESA model “works” very well in the states and the federal government and across different interest guilds, although it does not seem uniformly capable of accounting for variations in the density of all interest guilds or state interest communities, a point to which we will return in a moment.  Third, the pooled state results suggest that Leech et al’s findings are not seriously compromised by unaccounted for heterogeneity in how responsive different interest guilds are to the supply and demand variables of the ESA model.  This was our most serious concern about their findings.  While we continue to believe that this heterogeneity in the guilds’ responses to the forces of supply and demand is very real, our cross-state, within-guild analysis and, especially, the pooled analysis using guild dummies suggest that it does not seriously bias the estimates of the substantive variables of the ESA model.  


Our findings do not answer all of the questions we might ask about the environmental roots of interest system density.  Four issues remain outstanding.  First, while the heterogeneity of the responses of the several guilds to GSP is fully controlled for in the within-guild, cross-state analyses in table 2, it is only partially controlled for in the pooled analyses.  That is, the guild dummies account for the bulk of this heterogeneity effect via establishing different intercepts for the several guilds’ density functions.  Still, the steepness and density dependence of the guilds’ responsiveness to GSP is not accounted for.  In effect, the models in table 3 constrain the density functions of the state-guild units of analysis to have a common unit response to a given change in GSP.  Yet, we know that guild responsiveness to GSP varies a great deal.  While these differences in the slopes of the GSP response across guilds are surely smaller than the differences in their intercepts of the pooled regressions, only the latter are controlled for by the guild dummies.  Thus, a potential and systematic source of variation in the dependent variable is not accounted for in our specifications.  The pooled models need to be further developed to address this problem.    


Second, while the ESA model in general and the impact of its energy term in particular seem to generalize well across the states and the federal government, the within-state, cross guild results in table 1 and the cross-state, within-guild results in table 2 suggest that the model does not perform equally as well in all states or all guilds.  We do not wish to overemphasize this problem.  That is, the limited statistical power afforded by the 15 and 50 cases, respectively, in these tests in comparison to the pooled analysis surely goes a long way toward explaining the relatively weak results reported in tables 1 and 2.  Still, two of the 48 state agenda size estimates and four of the 15 guild agenda size coefficients in these results were incorrectly signed.  So, while the ESA model works as expected for the guilds and the states overall, it does not work equally as well for all states or all guilds.  We do not have a ready explanation for these mixed findings given obvious differences between the two sets of guilds and states.  They suggest, however, that there is still plenty of room to further develop our understanding of how the contextual forces of supply and demand influence lobbying activity.  Importantly, such further examination in regard to the states will likely require attention to sources of variation in variables that are constants in the single interest community of Washington.  Quite simply, extending inferences drawn from research conducted in Washington to the states may often be misleading because sources of variation important to the latter are inherently hidden in the latter both empirically and, perhaps more importantly, conceptually. 


Third, both our samples of state interest guilds and Leech et al’s sample of issue areas are heavily weighted by economic organizations to the exclusion of social or noneconomic organizations.  In large part, this was necessitated by the need to secure GSP or firm number measures of the supply term of the ESA model comparable across guilds.  But this means that while our findings are valid for the bulk of interest organizations, which represent economic interests, they may be less applicable for social interest organizations of the type examined by Berry (1999).  Extending the analysis to these organized interests may require the development of broader measures of the supply and demand variables of the ESA model.

Fourth, while our results indicate that policy energy is related to mobilization, it does not fully explain the underlying nature of that mobilization process.  That is, do organized interests determine the policy agenda or do they merely respond to it?   We cannot answer this question with the cross-sectional data examined here.  Still, the pooled model developed here and our new measure of the size of the policy agenda of concern to different interest guilds should facilitate such an examination.  Should our model and measures be extended over time, for example, we may be able to assess if policy energy lags, leads, or is contemporaneous with the political activity of organized interests.

Looking more specifically at the states, it is clear from our analyses that the supply of potential lobbying organizations and the demand for these organizations in individual state contexts are both related to the unique densities of organizations registered to lobby.  In particular, the probability of state legislatures’ acting in a given policy area appears to increase the likelihood of interest mobilization, and this likelihood varies modestly per interest guild.  Factors contributing to the probability of legislative action both at the state and guild level represent a frontier yet to be explored and could yield substantial insight into the diversity of state interest systems as well as interest communities in general.
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	Table 1: Within-State, Cross-Sector OLS Tests

	of the Interest Guild Density Models, 1997 (n=15)

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	 
	Independent Variable
	 
	 
	 
	 
	Independent Variable
	 
	 

	 
	Sector
	
	Sector
	
	
	
	
	
	Sector
	
	Sector
	
	
	 

	 
	GSP
	 
	Agenda
	 
	Constant
	R-Sq.
	 
	 
	GSP
	 
	Agenda
	 
	Constant
	R-Sq.

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Alabama
	
	
	
	
	
	
	Alaska
	
	
	
	
	 

	 
	0.248
	***
	0.008
	
	13.731
	0.485
	
	
	0.368
	**
	0.020
	
	13.621
	0.355

	 
	0.074
	
	0.058
	
	
	
	
	
	0.145
	
	0.144
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Arizona
	
	
	
	
	
	
	Arkansas
	
	
	
	
	 

	 
	0.249
	**
	0.165
	*
	23.091
	0.450
	
	
	0.182
	**
	0.023
	 
	11.336
	0.259

	 
	0.124
	
	0.120
	
	
	
	
	
	0.094
	
	0.040
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	California
	
	
	
	
	
	
	Colorado
	
	
	
	
	 

	 
	0.051
	*
	0.037
	
	77.363
	0.228
	
	
	0.113
	*
	0.147
	**
	20.055
	0.385

	 
	0.036
	
	0.050
	
	
	
	
	
	0.069
	
	0.075
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Connecticut
	
	
	
	
	
	
	Delaware
	
	
	
	
	 

	 
	0.129
	*
	0.123
	**
	11.607
	0.428
	
	
	0.120
	**
	0.194
	*
	6.641
	0.411

	 
	0.088
	
	0.066
	
	
	
	
	
	0.066
	
	0.127
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Florida
	
	
	
	
	
	
	Georgia
	
	
	
	
	 

	 
	0.085
	
	0.365
	**
	45.341
	0.419
	
	
	0.208
	***
	0.072
	
	15.830
	0.462

	 
	0.095
	
	0.152
	
	
	
	
	
	0.066
	
	0.123
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Hawaii
	
	
	
	
	
	
	Idaho
	
	
	
	
	 

	 
	0.144
	 
	0.010
	 
	5.691
	0.227
	
	
	0.303
	*
	-0.055
	
	15.459
	0.205

	 
	0.107
	
	0.014
	
	
	
	
	
	0.173
	
	0.100
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Illinois
	
	
	
	
	
	
	Indiana
	
	
	
	
	 

	 
	0.129
	***
	0.223
	***
	13.392
	0.678
	
	
	0.138
	***
	0.033
	
	22.139
	0.469

	 
	0.051
	
	0.069
	
	
	
	
	
	0.041
	
	0.093
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	
	
	
	
	
	
	
	
	
	
	
	
	

	Iowa
	
	
	
	
	
	
	Kansas
	
	
	
	
	 

	 
	0.375
	***
	0.061
	
	13.613
	0.667
	
	
	0.259
	**
	0.161
	**
	13.166
	0.426

	 
	0.078
	
	0.108
	
	
	
	
	
	0.138
	
	0.078
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Kentucky
	
	
	
	
	
	
	Louisiana
	
	
	
	
	 

	 
	0.203
	***
	0.486
	
	8.439
	0.543
	
	
	0.260
	***
	0.017
	
	13.930
	0.540

	 
	0.054
	
	0.489
	
	
	
	
	
	0.071
	
	0.021
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Maine
	
	
	
	
	
	
	Maryland
	
	
	
	
	 

	 
	0.333
	
	0.046
	
	13.483
	0.164
	
	
	0.100
	
	0.074
	*
	14.495
	0.363

	 
	0.286
	
	0.094
	
	
	
	
	
	0.091
	
	0.048
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Massachusetts
	
	
	
	
	
	Michigan
	
	
	
	
	 

	 
	0.228
	***
	0.710
	#
	15.520
	0.621
	
	
	0.107
	**
	0.040
	 
	32.103
	0.329

	 
	0.059
	
	0.604
	
	
	
	
	
	0.049
	
	0.090
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Minnesota
	
	
	
	
	
	
	Mississippi
	
	
	
	
	 

	 
	0.244
	**
	0.066
	#
	31.054
	0.471
	
	
	0.100
	
	0.018
	 
	13.300
	0.081

	 
	0.090
	
	0.053
	
	
	
	
	
	0.114
	
	0.034
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Missouri
	
	
	
	
	
	
	Montana
	
	
	
	
	 

	 
	0.233
	**
	0.355
	***
	12.859
	0.617
	
	
	0.495
	
	0.021
	
	15.952
	0.115

	 
	0.095
	
	0.105
	
	
	
	
	
	0.537
	
	0.040
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Nebraska
	
	
	
	
	
	
	Nevada
	
	
	
	
	 

	 
	0.221
	*
	0.133
	#
	13.396
	0.261
	
	
	0.017
	
	0.154
	*
	23.485
	0.266

	 
	0.155
	
	0.119
	
	
	
	
	
	0.241
	
	0.100
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	New Hampshire
	
	
	
	
	
	New Jersey
	
	
	
	
	 

	 
	0.179
	**
	0.059
	
	8.256
	0.302
	
	
	0.129
	**
	0.032
	 
	16.856
	0.363

	 
	0.092
	
	0.070
	
	
	
	
	
	0.068
	
	0.041
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	New Mexico
	
	
	
	
	
	New York
	
	
	
	
	 

	 
	0.571
	***
	0.115
	#
	16.335
	0.517
	
	
	0.009
	
	0.067
	*
	36.118
	0.234

	 
	0.161
	
	0.100
	
	
	
	
	
	0.027
	
	0.045
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	
	
	
	
	
	
	
	
	
	
	

	North Carolina
	
	
	
	
	
	North Dakota
	
	
	
	 

	 
	0.088
	***
	0.067
	#
	11.402
	0.495
	
	
	0.164
	
	0.134
	#
	17.132
	0.172

	 
	0.028
	
	0.059
	
	
	
	
	
	0.879
	
	0.107
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Ohio
	
	
	
	
	
	
	Oklahoma
	
	
	
	
	 

	 
	0.131
	***
	0.139
	
	29.935
	0.509
	
	
	0.259
	**
	0.052
	**
	11.102
	0.480

	 
	0.040
	
	0.197
	
	
	
	
	
	0.132
	
	0.021
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Oregon
	
	
	
	
	
	
	Pennsylvania
	
	
	
	 

	 
	0.270
	***
	-0.025
	
	22.787
	0.623
	
	
	0.142
	***
	0.242
	**
	21.090
	0.579

	 
	0.060
	
	0.033
	
	
	
	
	
	0.051
	
	0.111
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Rhode Island
	
	
	
	
	
	South Carolina
	
	
	
	 

	 
	0.187
	**
	0.051
	***
	6.767
	0.626
	
	
	0.161
	***
	0.091
	*
	6.908
	0.440

	 
	0.088
	
	0.180
	
	
	
	
	
	0.057
	
	0.061
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	South Dakota
	
	
	
	
	
	Tennessee
	
	
	
	 

	 
	0.213
	 
	0.143
	#
	10.594
	0.193
	
	
	0.217
	***
	0.143
	**
	5.469
	0.638

	 
	0.241
	
	0.130
	
	
	
	
	
	0.053
	
	0.073
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Texas
	
	
	
	
	
	Utah
	
	
	
	 

	 
	0.175
	***
	0.153
	***
	20.397
	0.756
	
	
	0.300
	***
	0.016
	
	16.241
	0.476

	 
	0.041
	
	0.035
	
	
	
	
	
	0.094
	
	0.051
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Vermont
	
	
	
	
	
	
	Virginia
	
	
	
	
	 

	 
	0.520
	*
	0.082
	 
	10.958
	0.236
	
	
	0.221
	**
	0.020
	
	27.335
	0.372

	 
	0.339
	
	0.087
	
	
	
	
	
	0.094
	
	0.035
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Washington
	
	
	
	
	
	
	West Virginia
	
	
	
	 

	 
	0.149
	**
	0.031
	
	29.258
	0.341
	
	
	0.457
	***
	0.023
	
	6.940
	0.524

	 
	0.077
	
	0.044
	
	
	
	
	
	0.129
	
	0.050
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	Wisconsin
	
	
	
	
	
	
	Wyoming
	
	
	
	
	 

	 
	0.182
	***
	0.404
	***
	7.998
	0.731
	
	
	0.559
	***
	0.010
	
	8.794
	0.464

	 
	0.038
	
	0.135
	
	
	
	
	
	0.174
	
	0.077
	
	
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	 

	*=p<0.10; **=p<0.05; ***=p<0.01, one-tailed tests; # = t < 1.0.  The GSP estimates are multiplied by

	100 for ease of presentation.  The figures under the parentheses are standard errors. The dependent

	variable is the number of lobby registrations in 1997 of each of 15 interest guilds.  GSP is 1997

	gross state product generated by each of the 15 guilds in millions of dollars. Sector agenda is the

	count of the number of bills considered in state legislatures in 1997 matching key words associated 

	with each of the 15 guilds as described in the text.

	 


	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Table 2: Within-Sector, Cross-State OLS Tests

	of the Interest Guild Density Models, 1997 (n=50)

	 
	
	
	
	
	
	
	
	
	
	 

	Dep. Variable
	Independent Variable
	 
	 

	Sector Lobby
	Sector
	
	Sector
	
	Party
	
	Sector
	
	
	 

	Registrations
	GSP
	 
	GSP-Sq.
	 
	Competition
	 
	Agenda
	 
	Constant
	R-Sq.

	 
	
	
	
	
	
	
	
	
	
	 

	Agriculture
	0.420
	***
	-0.600
	*
	6.256
	
	0.089
	**
	-0.592
	0.741

	 
	0.090
	
	0.417
	
	13.472
	
	0.043
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Construction
	0.245
	***
	-0.322
	**
	-19.196
	
	0.018
	*
	18.780
	0.700

	 
	0.053
	
	0.170
	
	17.640
	
	0.012
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Education
	1.716
	**
	-0.132
	 
	-5.840
	
	0.275
	***
	10.005
	0.592

	 
	0.762
	
	0.104
	
	51.466
	
	0.065
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Insurance
	0.965
	***
	-3.500
	***
	1.829
	
	0.044
	**
	1.353
	0.577

	 
	0.231
	
	1.354
	
	45.802
	
	0.019
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Law
	0.983
	***
	-4.974
	***
	-11.611
	
	0.355
	***
	8.530
	0.742

	 
	0.116
	
	0.737
	
	15.003
	
	0.128
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Nat'l Resource
	0.389
	***
	-0.466
	***
	-34.874
	**
	0.528
	**
	40.367
	0.767

	 
	0.069
	
	0.162
	
	16.050
	
	0.260
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Communications
	0.300
	***
	-0.617
	**
	-28.000
	*
	0.008
	 
	34.121
	0.586

	 
	0.075
	
	0.308
	
	17.757
	
	0.040
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Finance
	0.222
	***
	-0.087
	***
	8.460
	
	0.001
	
	2.048
	0.753

	 
	0.024
	
	0.011
	
	36.845
	
	0.021
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Health
	1.097
	***
	-1.512
	***
	-46.874
	
	0.019
	
	47.363
	0.808

	 
	0.124
	
	0.302
	
	57.995
	
	0.025
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Manufacturing
	0.184
	***
	-0.035
	
	-92.431
	**
	0.183
	
	95.524
	0.785

	 
	0.034
	
	0.030
	
	47.129
	
	0.288
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Utilities
	0.329
	***
	--
	
	-1.368
	
	0.030
	
	10.461
	0.578

	 
	0.032
	
	
	
	27.398
	
	0.060
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Transportation
	0.284
	***
	-0.262
	*
	-20.078
	*
	-0.009
	
	21.898
	0.809

	 
	0.047
	
	0.193
	
	12.402
	
	0.020
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Local Gov't
	0.164
	***
	--
	
	-56.496
	*
	-0.079
	
	50.029
	0.635

	 
	0.022
	
	
	
	38.110
	
	0.037
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Welfare
	0.509
	**
	-2.348
	**
	-61.139
	**
	-0.057
	
	59.698
	0.215

	 
	0.232
	
	1.257
	
	31.381
	
	0.041
	
	
	 

	 
	
	
	
	
	
	
	
	
	
	 

	Sport & Gaming
	0.747
	***
	0.661
	
	-22.008
	
	-0.022
	
	26.627
	0.761

	 
	0.204
	
	2.089
	
	17.823
	
	0.022
	
	
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	
	 

	*=p<0.10; **=p<0.05; ***=p<0.01; #=p<0.15, one-tailed tests.  The figures under the parentheses are 

	standard errors.  The dependent variable is number of organizations in a guild registered to lobby in a

	state.  The value of GSP and its squared value are multiplied by 100 for ease of presentation.

	GSP and sector agenda are measured as discussed in table 1.  GSP-squared is the squared value of GSP.

	Party competition is a folded Ranney index for 1995-1998.  

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 


	 
	 
	 
	 
	 
	 
	 
	 
	 

	Table 3: Pooled Sector-State Tests of the 

	Interest Guild Density Models, 1997 (n=750)

	 
	
	
	
	
	
	
	
	 

	 
	Simple Pooled
	Pooled Model
	Pooled Model
	Pooled Model

	Independent
	Pooled
	with Sector
	with State
	with State and

	Variable
	Model
	Dummies
	Dummies
	Sector Dummies

	 
	
	
	
	
	
	
	
	 

	Sector
	0.254
	*
	0.263
	*
	0.222
	*
	0.191
	*

	GSP
	0.025
	
	0.019
	
	0.019
	
	0.023
	 

	 
	
	
	
	
	
	
	
	 

	Sector
	-0.098
	*
	-0.110
	*
	-0.096
	*
	-0.078
	*

	GSP-Sq.
	0.013
	
	0.012
	
	0.010
	
	0.010
	 

	 
	
	
	
	
	
	
	
	 

	Party
	-37.791
	*
	-38.610
	*
	--
	
	--
	 

	Competition
	12.165
	
	9.663
	
	
	
	
	 

	 
	
	
	
	
	
	
	
	 

	Sector
	0.079
	*
	0.041
	*
	0.061
	*
	0.038
	*

	Agenda
	0.014
	
	0.015
	
	0.015
	
	0.016
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 

	Constant
	39.017
	
	32.817
	
	11.080
	
	3.057
	 

	R-Square
	0.539
	 
	0.700
	 
	0.624
	 
	0.790
	 

	 

	*=p<0.01, one-tailed tests.  The figures under the coefficients are robust standard errors. The value

	of GSP and GSP-sq are multiplied by 100 for ease of presentation.  The state and sector dummies

	are not shown, but are available from the authors.  All variables are measured as reported in tables

	1 and 2.  The dependent variable is guild-state lobby registrations in 1997.

	 
	 
	 
	 
	 
	 
	 
	 
	 


� The stability term of the model refers to extremes of environmental flux where, when governments collapse entirely, it is expected that the interest system must begin building anew from scratch.  There is, however, no observable variation on this theoretical variable in recent American history.     


� Leech et al try to introduce some temporal element into the design by examining the effects of long- and short-term hearings.  There were, however, largely frustrated in this effort given the powerful inertia of both the policy process and the interest community in Washington.   





� We do not wish to overstate this problem given that Leech et al also conduct supplemental analyses in which they use change in administration and the dispersal of hearing authority across committees as alternative indicators of energy.  These alternative measures generated similar results as the hearings measure, which goes some way toward validating the hearings indicator.  Still, their analysis largely focuses on the hearings measure as their key indicator of energy, something that may be problematic given the issue heterogeneity of this mode of legislative activity. In general, our analyses are most comparable to those they present on tables 3a and 3b, which focus on hearings.


� Previous work indicates that the stringency of state lobbying registration requirements has little impact on the density (Lowery and Gray 1997; 1994) and diversity (Gray and Lowery 1998) of state interest communities.


� Lowery and Gray (2001) report that density dependence results roughly equally from the depression of the birth rates of new lobbying organizations and the enhancement of death rates of older lobbying organizations in crowded interest communities.


� Density dependence arises from competition among very similar interest organizations over overlapping resource niches, not competition among very different kinds of interest organizations (Gray and Lowery 1996b).  Thus, it would be inappropriate to include in strictly cross-guild ESA models terms designed to tap the presence of a density dependent effect.  Density dependence applies theoretically only to cross-polity, within-guild models.


� These include, for example, the number of poor in a state for the welfare guild and the number of local governments for the local government guild.


� Still, this relationship is stronger for some guilds than others (Lowery, Gray, and Fellowes 2002).  To assess whether this measurement choice influenced our findings, we re-estimated the cross-state models of some of the more problematic guilds (local government, utilities, and agriculture) with firm number rather than guild-specific GSP.  The results generated by these alternative measures were essentially the same.


� All states with biennial legislatures met were in session during 1997.  





� The search terms for the 15 guilds were as follows, with the search terms in parentheses: Agriculture (agriculture), Finance (banking, real estate), Communications (media, telecommunications), Construction (construction), Education (education), health (health), Insurance (insurance), Law (legal), Local Government (municipality, public employees, police, fire), Manufacturing (manufacturing), Natural Resources (gas, oil, minerals), Transportation (highways, transit, airports), Utilities (utilities), and Welfare (social services, charities).  


� This is, of course, similar to our suggestion that Leech et al’s hearings measure may be confounded by variations in the propensities of different kinds of issues to be subject to hearings.  But we also think that this is a less severe problem for our analysis for two reasons.  First, the problem is clearly less severe in the cross-state, within-guild models presented later since these compare densities solely within guilds.  Differences across guilds in terms of how the subject counts of bills tap real policy attention on the part of legislatures are constants in these analyses.  Second, while this problem is potentially more severe in the cross-guild, within-state models, which rely on comparisons of energy across guilds, the use of guild-level dummies in the pooled analysis to be presented later may allow us to assess just how severe this problem might be.


� See note 6 for a discussion of the logic of excluding the squared-term of area in cross-guild models of the density of interest communities.


� Quite simply, neither GSP nor GSP-squared generated discernible estimates when both were included in these models, while either was positive and highly significant when included on its own.  


� When the most problematic guild in terms of measuring agenda size – manufacturing – is excluded from the models reported in table 3, the substantive results are nearly identical.  Indeed, the R-squares generated by these alternative specifications are very modestly smaller than those reported in table 3.  
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